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Control of Vortex Shedding From
a Bluff Body Using Imposed
Magnetic Field
The two-dimensional incompressible laminar viscous flow of a conducting fluid past a
square cylinder placed centrally in a channel subjected to an imposed transverse mag-
netic field has been simulated to study the effect of a magnetic field on vortex shedding
from a bluff body at different Reynolds numbers varying from 50 to 250. The present
staggered grid finite difference simulation shows that for a steady flow the separated zone
behind the cylinder is reduced as the magnetic field strength is increased. For flows in the
periodic vortex shedding and unsteady wake regime an imposed transverse magnetic field
is found to have a considerable effect on the flow characteristics with marginal increase
in Strouhal number and a marked drop in the unsteady lift amplitude indicating a reduc-
tion in the strength of the shed vortices. It has further been observed, that it is possible to
completely eliminate the periodic vortex shedding at the higher Reynolds numbers and to
establish a steady flow if a sufficiently strong magnetic field is imposed. The necessary
strength of the magnetic field, however, depends on the flow Reynolds number and in-
creases with the increase in Reynolds number. This paper describes the algorithm in
detail and presents important results that show the effect of the magnetic field on the
separated wake and on the periodic vortex shedding process. �DOI: 10.1115/1.2717616�

Keywords: magnetohydrodynamics, Hartmann number, bluff body, vortex shedding,
wake

1 Introduction
The flow over the bluff body is a common phenomenon in

many engineering applications. For example, flows over tubular
heat exchangers, suspension wires, pipelines, and suspension
bridges, and so on. The so-called bluff bodies generate a particu-
larly large and usually unsteady separated flow. When the bluff
bodies have sharp edges on their circumferences, the flow separa-
tion is fixed by the sharp edges. The disturbed flows around all
bluff bodies have the common feature of similar flow structures in
the separated region despite differences in shape and the presence
or absence of sharp edges. When the flow Reynolds number is
small ��40–50�, the laminar flow is characterized by a steady
separation and a closed near wake within which the flow is recir-
culating. At higher Reynolds number the vortices “shed” alter-
nately from the upper and the lower side of the body developing
the famous Karman vortex street. The alternating eddies in this
periodic laminar regime develop gradually to form a very long
laminar wake. The periodic vortex shedding mechanism modifies
the pressure distribution on the body periodically giving periodic
forces in the streamwise and cross flow directions. The amplitude
of the cross flow component is usually much higher, which often
causes the body to vibrate along the cross flow direction. This
“flow induced vibration” demands the attention regarding the ma-
terial properties of the body to withstand the vibration. A method
to control such flow-induced vibration is to control the vortex
shedding and the separated zone behind the body in the desired
direction such that the body can withstand the vibration with its
own material properties. An imposed magnetic field in the trans-
verse direction does the job satisfactorily when the fluid is elec-
trically conducting.

The flow past a circular cylinder has drawn the attention of
researchers for a very long time. However, the study of the flow

around rectangular cylinders has also accelerated in the past few
years. Davis and Moore �1� have reported a detailed study in the
range of Reynolds number 100–2800. They have used a multidi-
mensional version of the one-dimensional QUICKEST scheme
due to Leonard �2�. Davis et al. �3� have studied the confined flow
over rectangular cylinder to found that the confining walls have
considerable effects on the flow characteristics. Frank et al. �4�
have used the finite volume method with third order QUICK
scheme to simulate the laminar flows past square cylinder. Oka-
jima �5� has carried out a detailed experimental study of this flow
problem in the range of Reynolds numbers 70–20,000.

The use of magnetic field in the cross-stream direction is a
novel method of controlling the separated zone behind the body,
which in turns help to reduce or eliminate the periodic vortex
shedding and the resulting flow induced vibration if the fluid is
conducting. The magnetohydrodynamic �MHD� effect on blood
flow is described in Vardanyan �6�. Pal, Mishra, and Gupta �7�
investigated MHD flow of an electrically conducting fluid in a
slowly varying channel in the presence of a uniform transverse

Contributed by the Fluids Engineering Division of ASME for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received September 9, 2005; final manu-
script received October 24, 2006. Assoc. Editor: Subrata Roy.

Fig. 1 A sketch of the flow problem „B0 represents the uniform
magnetic field…
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magnetic field. Midya, Layek, Gupta, and Mahapatra �8� investi-
gated the magnetohydrodynamic effect on viscous flow in a chan-
nel with constriction.

In this paper, the incompressible viscous flows of an electrically
conducting fluid around a square cylinder confined symmetrically
between two parallel flat plates in the presence of a uniform trans-
verse magnetic field is studied. A staggered grid arrangement has
been employed to discretize the governing equations. A second
order accurate explicit time integration scheme has been adopted
to advance the velocity field in time. The study shows that the
separation zone in terms of the wake length is decreased with the
increase in magnetic field for steady flow cases �Re�50�. The
imposed magnetic field reduces the strength of the shed vortices
and, hence, the flow asymmetry and lift amplitude in unsteady
flows at higher Reynolds numbers �Re�50�. Moreover, the un-
steady flows at higher Reynolds numbers become steady when
subjected to sufficiently strong magnetic field.

2 Flow Geometry and Governing Equations
The flow configuration considered in this paper is a two-

dimensional incompressible viscous flow of electrically conduct-
ing fluid with conductivity � and density � around a square cyl-
inder of height h placed symmetrically between two flat plates as
shown in Fig. 1. The electrical conductivity of the fluid ��� is
assumed to be constant. A parabolic velocity profile is given at the
inlet of the channel. A uniform magnetic field B0 is imposed along
the cross-flow direction �Fig. 1�.

Due to magnetohydrodynamic interactions, an induced electric
field �Ez� is produced in the direction perpendicular to the plane of
the flow, which in turn produces an induced magnetic field in the
streamwise direction. It is assumed that the flows considered are
of very small magnetic Reynolds number Rem ����Vh, where V
is the characteristic velocity and � is the permeability� and, hence,
the induced magnetic field is negligible so that there is no distor-
tion in the imposed uniform magnetic field �9�. It is also assumed
that the magnetic field is not distorted near the body due to the
difference in permeability and conductivity between the solid
body and the conducting fluid. Thus, in essence, a short-circuited
situation is assumed as if the induced current is taken through a
stationary closed loop made of perfect conductor lying in the di-
rection perpendicular to the stream, so that the induced electric
field �Ez� becomes zero �9� and a net current �B0Q flows normal
to the plane of the flow, where Q is the fluid volume flow rate. It
is also assumed that the electric field due to the polarization of

charges is also negligible. An elegant justification for these as-
sumptions is given in Ref. �8� for the flow of a conducting fluid in
a channel with constriction and is not reproduced here for brevity.
The presence of a body in the flow, which usually will have a
different conductivity, may, perhaps, reduce the accuracy of some
of the assumptions. The induced magnetic and electric fields will
alter the current flow and the current continuity needs to be taken
into account for better accuracy. However, when the conductivi-
ties of the flowing fluid �e.g., molten sodium or mercury� and the
cylinder material �e.g., steel or aluminum alloys� are nearly of the
same order of magnitude, the induced electric and magnetic fields
at low Hartmann numbers considered here will, probably, not be
large enough to have a significant effect on the overall flow be-
havior. With this assumption, the current continuity is not consid-
ered in the present study and it is felt that the solution will be able
to capture the qualitative features of the flow. With the consider-
ation of the Lorentz forces due to the external magnetic field and
the assumptions stated above the governing equations for two-
dimensional Newtonian fluid in their nondimensional forms �8�
are given by

Table 1 Variation of CD, St, and CDP for two grids

Grid size CD St CDP

293�64 1.694 0.171 1.708
326�81 1.654 0.169 1.675

Table 2 Comparison of results at Re=250 without the mag-
netic field

Method L St CDP

Davis et al. �3� 4h 0.174 1.64
Present solution 4h 0.171 1.675

Fig. 2 The arrangement of the velocity components and pres-
sure in a MAC cell

Fig. 3 Streamlines at Re=50: „a… H=0.0, „b… H=1.0, and „c… H
=3.0
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Continuity equation:

�ui

�xi
= 0 �1�

Momentum equations:

�ui

�t
+

�

�xj
�ujui� = −

�p

�xi
+

1

Re

�2ui

�xj � xj
−

H2

Re
Kiui �2�

where K1=1 and K2=0 and Re=Vh /	 is the Reynolds number �	
is the kinematic viscosity, V is the characteristic velocity assumed

as the velocity at the midsection of the inflow plane, h is the
height of the square cylinder and is taken as the characteristic
length of the flow� and H=B0h�� /�	 is the Hartmann number.

3 Boundary Conditions
The impermeable no-slip boundary conditions are used on all

the solid boundaries. A parabolic profile is assumed for the
streamwise component of velocity �u1� at the inlet, and the cross-
wise component of velocity �u2� is taken as zero. At the outlet the
crosswise component of velocity is calculated taking its gradient
in the streamwise direction to be zero and the streamwise compo-
nent of velocity is calculated from the continuity equation satis-
fied at the outflow boundary. It is further assumed that initially
there is no flow inside the flow domain except at the inlet bound-
ary.

4 Method of Solution
The nondimensional governing equations along with the bound-

ary conditions are solved by the finite difference method. The
discretization of the different terms of these equations are carried
out on a nonuniform staggered grid, popularly known as the MAC
�Marker and Cell� cell, proposed by Harlow and Welch �10�. The
velocity components and pressure are arranged in a MAC cell as
shown in Fig. 2.

A second order time accurate explicit Adams-Bashforth differ-
encing scheme is used to advance the solution in time. The mo-
mentum equation is written using a space operator, J �containing
convection and diffusion terms� as

Table 3 The required range of minimum Hartmann numbers
that converts the unsteady flow „H=0… to a steady flow

Reynolds number Range of H

150 2.0–3.0
200 3.0–4.0
250 4.0–5.0

Fig. 4 Streamlines at Re=250: „a… H=0.0, „b… H=2.0, „c… H
=5.0, and „d… H=7.0

Fig. 5 Variation of „a… wake length and „b… Strouhal number
with Hartmann number

Journal of Fluids Engineering MAY 2007, Vol. 129 / 519
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�ui

�t
= J�ui,uj� −

�p

�xi
−

H2

Re
Kiui �3�

The velocity field is predicted using the second order time ad-
vancement scheme as in the following:

ui
* − ui


t
=

3

2
J�ui,uj�n −

1

2
J�ui,uj�n−1 −

�pn

�xi
−

H2

Re
Kiui

n �4�

The convective terms in the momentum equations are approxi-
mated by a combination of central difference and second upwind
formulas. The diffusive terms are differenced by the conventional
second order accurate 3-point central difference formulas.

The corrected solution for velocity and pressure are obtained by
iterating

pn+1 ← pn + p� �5�

ui
n+1 ← ui

* +

t


xi
p� �6�

where p� is computed by

p� = − r0
�ui

*

�xi
��2
t� 1


xi
2	
 �7�

r0 is an over-relaxation factor and is taken as 1.2 for the compu-
tations reported here.

Hence, to advance the solution by one time level, the compu-
tational steps involved are as follows:

�a� The velocity and pressure fields �ui
n , pn� are initialized at

Fig. 6 Temporal growth of lift coefficient with respect to the
nondimensional time „tV /h… at Re=50; „a… H=0.0, „b… H=1.0,
and „c… H=3.0

Fig. 7 Temporal growth of lift coefficient with respect to the nondimensional time „tV /h… at Re=250; „a… H=0.0, „b… H=2.0, „c…
H=5.0, and „d… H=7.0
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each cell. These are either the solution of the previous
level �nth level� or the prescribed initial conditions.

�b� The time step �
t� is calculated from the stability criteria.
�c� The velocity field is predicted using Eq. �4�.
�d� The velocity and pressure fields are updated using Eqs.

�5�–�7� iteratively.
�e� The maximum cell divergence of the velocity field is

checked for its limit. When this condition is satisfied the
solution is accepted as the velocity and pressure field at
the �n+1�th time level. If the maximum divergence is not
satisfactorily low the control moves to step �a�, otherwise
to step �f�.

�f� The steady state convergence or limiting nondimensional
time criterion is checked whether to stop the calculation.
If not, then steps �a�–�f� are repeated for the next time
level.

5 Results and Discussions
The numerical code developed by the authors using the algo-

rithm described above has been used to solve the flow problem

given in Fig. 1. The present study is confined to Reynolds number
50, 150, 200, and 250 with Hartmann numbers �H� ranging from
0.0 to 8.0.

A grid dependency study is made initially to verify the algo-
rithm and the code. The computed results using two separate grids
for the flow at a Reynolds number of 250 in the absence of a
magnetic field are shown in Table 1. As seen in the table, there is
no significant change in the various flow properties. Consequently,
the grid with the resolution of 293�64 is adopted for all subse-
quent computations that are presented in this paper.

The computed result is compared with the benchmark solution
due to Davis et al. �3� to validate the code developed. The com-
parison for the confined flow over the square cylinder at Reynolds
number 250 and zero Hartmann number is presented in Table 2.
The parameter L in the table represents the separation between the
two confining plates and is taken as four times the cylinder height
as in Davis et al. �3�. The frequency of oscillation of the lift
coefficient �CL� in terms of the dimensionless Strouhal number
�f h /V� is found to be 0.171 in close agreement with the value of
0.174 obtained by Davis et al. �3�. The parameter f stands for the
frequency of vortex shedding or time-dependent lift coefficient.
Comparison of the average pressure drag coefficient �CDP� also
appears to be good.

Figures 3�a�–3�c� and Figs. 4�a�–4�d� show the streamlines of
the flows at Reynolds number 50 and 250, respectively subjected
to various imposed transverse magnetic fields. With zero Hart-
mann number �i.e., no magnetic field�, the flow at Re=50 is a
time-independent steady flow producing a closed wake attached to
the rear face of the body, whereas the flow at Re=250 is an un-
steady or time-dependent one producing a very long wake with
alternate “shedding of vortices” from the top and bottom corners
of the square. Figures 3�a�–3�c� show that the separation zone,
characterized by the wake length, is reduced with the increase in
Hartmann number. Figures 4�a�–4�d� show that the flow remains
unsteady with periodic vortex shedding up to a certain Hartmann
number beyond which the flow becomes steady with a closed
wake and with a further increase in Hartmann number the wake
length/separation zone is reduced. Since the strength of the shed
vortices is reduced with the gradual increase of the Hartmann
number, the flow asymmetry and, consequently, the amplitude of
the lift coefficient decreases �Figs. 7�a� and 7�b��. With a further
increase of the Hartmann number �Figs. 4�c� and 4�d�� the vortex
shedding process is completely eliminated and the flow is steady,
symmetric, and characterized by a closed wake and zero lift �Figs.
7�c� and 7�d�� as in very low Reynolds number flows. The range
of minimum Hartmann numbers within which the periodic vortex
shedding is totally suppressed and the initial unsteady flow con-
verts to a steady flow at different Reynolds numbers are given in
Table 3. Probably a unique value of the Hartmann number corre-
sponding to a particular Reynolds number at which the periodic
vortex shedding stops can be obtained if the computations are
performed for several Hartmann numbers in the interval. But such
attempts are not made in this study. From Table 3, it is seen that
the unsteady flow at higher Reynolds numbers need a stronger
magnetic field to become steady.

Figure 5�a� shows the variation of wake length with Hartmann
number. It is clearly observed that at a fixed Reynolds number the
wake length is significantly reduced with the increase in Hart-
mann number. The physical explanation for this fact is that the
magnetic field in the transverse direction of the flow of a conduct-
ing fluid induces the Lorentz force in the upstream direction,
which has a tendency to suppress the diffusion of vortices out of
the wall and, hence, to shorten the wake. The same physical pro-
cess, probably, also weakens the shed vortices and finally sup-
presses the shedding if the Lorentz force is strong enough. For
Hartmann numbers less than its critical value �the minimum Hart-
mann number at which vortex shedding is suppressed com-
pletely�, it is observed that while the length of the separated wake

Fig. 8 Time history of the drag coefficient with respect to the
nondimensional time „tV /h… at Re=50; „a… H=0.0, „b… H=1.0,
and „c… H=3.0

Journal of Fluids Engineering MAY 2007, Vol. 129 / 521

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



is decreased, the vortex shedding frequency is increased slightly
as shown in Fig. 5�b�. This effect seems to be more prominent at
higher Reynolds numbers.

Figures 6�a�–6�c� and 7�a�–7�d� show the temporal variation of
the lift coefficient at different Hartmann numbers for the Reynolds
numbers of 50 and 250, respectively. Figures 6�a�–6�c� show that
after the initial transient period, the average lift coefficient be-
comes a constant zero at the flow Reynolds number of 50, which
indicate that in each case the flow has reached a time-independent
steady state. However, the time to reach the steady state decreases
with an increase in the Hartmann number. It is observed from
Figs. 7�a�–7�d� that the flow remains unsteady �retaining the
“shedding of vortices”� up to a certain Hartmann number as stated
earlier. It is interesting to note that even though the flow remain
unsteady at H=2.0 �Fig. 7�b�� the amplitude of the sinusoidal lift
coefficient has considerably decreased with respect to the “no im-
posed magnetic field” case �Fig. 7�a�, H=0.0�. This also implies
that the strength of the shed vortices and the resulting flow asym-
metry that essentially generates the lift has decreased. The same
flow feature was also observed in the streamline plots in Figs.
4�a�–4�d�. With a stronger magnetic field the periodic vortex
shedding and the consequent unsteadiness and flow asymmetry
are found to be eliminated completely, as can clearly be seen from
Figs. 7�c� and 7�d�, which show the lift coefficient time traces at
H=5.0 and 7.0, respectively. So, it can be fairly concluded that the
amplitude of cross flow vibration will be significantly reduced
with an increase in Hartmann number and the vibration can be
totally eliminated if the Hartmann number is increased suffi-
ciently.

The time variations of the average drag coefficient at Reynolds
numbers 50 and 250 with different Hartmann numbers are shown

in Figs. 8�a�–8�c� and 9�a�–9�d�, respectively. From Figs.
8�a�–8�c�, it is observed that the average drag coefficient increases
marginally with the increase in Hartmann number. It can, prob-
ably, be attributed to the fact that the increased amount of Lorentz
force, due to the increase in Hartmann number, increases the pres-
sure drop to keep on the flow with fixed discharge. This increase
in pressure drop contributes to the increase in the pressure drag on
the body when the flow is steady �as in case of Re=50�. Figures
9�a�–9�d� present the temporal variation of the drag coefficient for
the flow at Re=250 subjected to different magnetic field and it
shows a very striking result. It can be observed very clearly that
the average drag coefficient decreases marginally with an increase
in the Hartmann number as long as the flow maintains its un-
steadiness and alternate periodic vortex shedding. This marginal
drop in drag force can be attributed to the weakened shed vortices
that nullify the effect of increased pressure drop. But once the
flow becomes steady due to sufficiently strong magnetic field, the
average drag coefficient increases due to the increased pressure
drop with a further increase in Hartmann number. The dependency
of the average drag coefficient on the Hartmann number at differ-
ent Reynolds number is presented in Fig. 10.

6 Conclusions
An explicit second order accurate finite difference code em-

ploying the pressure correction concept has been developed to
study the incompressible laminar flow around a confined square
cylinder subjected to an imposed uniform transverse magnetic
field. The convective terms in the momentum equations are dis-
cretized using combined central and second upwind difference
formulas and the diffusive terms are discretized using central dif-

Fig. 9 Time history of the drag coefficient with respect to the nondimensional time „tV /h… at Re=250; „a… H=0.0, „b… H=2.0, „c…
H=5.0, and „d… H=7.0
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ference formulas. The fluid �liquid metal� is assumed to have a
uniform electrical conductivity. The induced magnetic field is as-
sumed to be negligible in comparison to the imposed magnetic
field which is justified for MHD flows at very small magnetic
Reynolds numbers.

The present study reveals the following effects of an imposed
tranverse magnetic field on the flow around a square cylinder:

�i� In the steady separated, i.e., the closed near wake regime
of the flow the wake length is reduced with an increase in
Hartmann number.

�ii� In the periodic laminar wake regime the vortex shedding
and unsteadiness in reduced as the Hartmann number is
increased and if a sufficiently strong magnetic field is ap-
plied the periodic vortex shedding is completely elimi-
nated. The limiting Hartmann number at which this phe-
nomenon occurs is increased with the Reynolds number.

�iii� As the Hartmann number is increased the drag coefficient
is decreased marginally in an unsteady flow but is consid-
erably increased in a steady flow.

�iv� The amplitude of the periodic lift coefficient is decreased
with an increase in Hartman number before it reaches a

steady state value at the limiting Hartmann number.
�v� Low Reynolds number flows are less sensitive in terms of

Strouhal number variation per unit change in Hartmann
number.

Nomenclature
B0 � uniform magnetic field
CL � coefficient of lift
CD � coefficient of drag

CDP � coefficient of drag due to pressure
L � distance between the walls �=4h�
h � height of the square cylinder
H � Hartmann number �=B0h�� /�	�

Re � Reynolds number �=Vh /	�
St � Strouhal number �=fh /V�
f � vortex shedding frequency

V � centerline velocity at inflow plane
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Phase-Averaged PIV for the
Nominal Wake of a Surface Ship
in Regular Head Waves1

Phase-averaged organized oscillation velocities �U ,V ,W� and random fluctuation Rey-
nolds stresses �uu ,vv ,ww ,uv ,uw� are presented for the nominal wake of a surface ship
advancing in regular head (incident) waves, but restrained from body motions, i.e., the
forward-speed diffraction problem. A 3.048�3.048�100 m towing tank, plunger wave
maker, and towed, 2D particle-image velocimetry (PIV) and servo mechanism wave-
probe measurement systems are used. The geometry is DTMB model 5415 (L=3.048 m,
1/46.6 scale), which is an international benchmark for ship hydrodynamics. The condi-
tions are Froude number Fr=0.28, wave steepness Ak=0.025, wavelength � /L=1.5,
wave frequency f =0.584 Hz, and encounter frequency fe=0.922 Hz. Innovative data
acquisition, reduction, and uncertainty analysis procedures are developed for the phase-
averaged PIV. The unsteady nominal wake is explained by interactions between the hull
boundary layer and axial vortices and incident wave. There are three primary wave-
induced effects: pressure gradients 4%Uc, orbital velocity transport 15%Uc, and un-
steady sonar dome lifting wake. In the outer region, the uniform flow, incident wave
velocities are recovered within the experimental uncertainties. In the inner, viscous-flow
region, the boundary layer undergoes significant time-varying upward contraction and
downward expansion in phase with the incident wave crests and troughs, respectively.
The zeroth harmonic exceeds the steady-flow amplitudes by 5–20% and 70% for the
velocities and Reynolds stresses, respectively. The first-harmonic amplitudes are large
and in phase with the incident wave in the bulge region (axial velocity), damped by the
hull and boundary layer and mostly in phase with the incident wave (vertical velocity),
and small except near the free surface-hull shoulder (transverse velocity). Reynolds stress
amplitudes are an order-of-magnitude smaller than for the velocity components showing
large values in the thin boundary layer and bulge regions and mostly in phase with the
incident wave. �DOI: 10.1115/1.2717618�

1 Introduction
Procurement of detailed global and local flow benchmark ex-

perimental fluid dynamics �EFD� data for fluid physics, model
development, and validation of Reynolds-averaged Navier-Stokes
�RANS� ship hydrodynamics computational fluid dynamics �CFD�
codes has been an ongoing effort since a ca. 1970 with data used
periodically at workshops wherein codes are compared with each
other and the data. Recent efforts have focused on modern tanker
�KRISO VLCC, VLCC2�, container �KRISO KCS�, and surface
combatant �DTMB 5415� hull forms and more challenging test
cases, as per the Gothenburg 2000 Workshop �1� and Tokyo 2005
Workshop �2�, the latter of which the present data is used. Kim et
al. �3� and Lee et al. �4� provide steady-flow data for VLCC2 and
KCS. The present interest is in DTMB 5415, for which data pro-
curement has been part of an international collaboration between
IIHR,2 INSEAN,3 and DTMB,4 over the past 10 years. Initially
steady-flow data are procured, including rigorous uncertainty
analysis �5�, identification of facility biases �6,7�, mean flow map
�8�, steady nominal wake PIV �9�, and propeller-hull interaction
�10�. Subsequently, unsteady-flow data is procured, including
wave breaking �11� and forward-speed diffraction forces, moment,
and wave pattern �12,13�. The present paper concerns the forward-

speed diffraction problem for unsteady PIV at the nominal wake
of 5415. The most recent efforts have focused on free roll decay
measurements with and without bilge keels �14–16�.

In parallel, PIV studies for ship velocity fields have been con-
ducted for various specialized purposes, as reviewed by Longo et
al. �17�. Fu et al. �18� apply digital PIV and the autocorrelation
evaluation method in a rotating arm basin to study dominant
cross-flow separation induced by a 5.18 m submarine model in a
turn. Dong et al. �19� apply film-based PIV with the autocorrela-
tion method to investigate the bow flow of a 3.05 m ship model in
a towing tank. PIV images at several axial stations in the bow
wave highlight the cross plane vector fields and considerable vor-
ticity entrained into the toe of the bow wave. Roth et al. �20�
apply the digital PIV and the cross-correlation method to study the
mean and turbulent bow flow of a 7.01 m ship model at several
axial stations on the forebody including convergence tests on
mean and turbulence variables and effects of interrogation win-
dow size on turbulence structure and statistics. Di Felice and De
Gregorio �21� use the digital PIV and the cross-correlation method
to investigate the turbulent wake of a 5.41 m ship model equipped
with two, four-bladed propellers in a circulating water channel. By
synchronizing the PIV recordings with the propeller shaft, phase-
averaged velocities and vorticity are computed from several image
pairs at a range of phase angles. Calcagno et al. �22� use 3D,
stereoscopic PIV in a circulating water tunnel to investigate the
turbulent propeller wake flow of a 6.096 m ship model equipped
with a 0.222 m diameter, 5-bladed propeller. The phase-averaged
data highlights the interactions of the turbulent wake of the hull
and propulsor, tip vortex system, slipstream contraction, and
strong diffusion and dissipation of the propeller blade wakes.
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2IIHR-Hydroscience and Engineering, University of Iowa, Iowa, IA 52242.
3Italian Ship Model Basin, Rome, Italy.
4Naval Surface Warfare Center/Carderock Division, Bethesda, MD.
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Cotroni et al. �23� and Di Felice et al. �24� investigate the phase-
averaged wake flow of two, four-bladed propellers in a cavitation
tunnel using digital PIV, the cross-correlation evaluation method,
and uncertainty assessment. Phase-averaged data are reported in
sufficient detail to track the tip vortex systems including forma-
tion and breakdown with increasing downstream distance from the
propeller disk. Judge et al. �25� investigate tip leakage vortices
from a 0.8504 m diameter, three-bladed, ducted rotor with digital
PIV and the cross-correlation evaluation method in a variable-
pressure water tunnel. Similar studies that are more recent include
PIV analysis of flow around a container ship model with a rotating
propeller by Paik et al. �26� and three-component velocity field
measurements of propeller wake using stereo PIV by Lee et al.
�27�.

Also of interest are unsteady PIV studies for more fundamental
geometries and development of phase-averaging techniques. Lam
and Leung �28� use phase-averaged PIV to study the asymmetric
turbulent vortex shedding of a flat plate at high incidence. The
vortex street is comprised of a train of leading edge vortices al-
ternating with a train of trailing edge vortices. The trailing edge
vortices possess higher peak vorticity and Reynolds stress produc-
tion. The results at three angles of attack collapse into similar
trends by using the projected plate width as the characteristic
length scale. Konstantinidis et al. �29� use a conditional averaging
approach to study the natural and forced turbulent wake of a cir-
cular cylinder. Inflow oscillations are shown to affect the vortex
formation and shedding. Wernert and Favier �30� investigate prin-
ciples of the phase-averaging technique for PIV with regard to
convergence criterion with application to pitching airfoils oscillat-
ing through dynamic stall. In a series of papers �most recently
�31��, unobstructed PIV within an axial turbopump using liquid
and blades with matched refractive indices is used to study phase-
averaged velocities and turbulence and average passage flow field
and deterministic stresses. Wake-blade and wake-wake interac-
tions induce flow nonuniformities, turbulent hot spots, and high
deterministic stresses. Highest levels of phase-dependent un-
steadiness and deterministic stresses are in the tip region induced
by the tip vortex. Sung and Yoo �32� present a triple-
decomposition method for three-dimensional phase averaging of
PIV data in an investigation of large-scale coherent structures in a
cylinder wake. The authors decompose the time-varying velocity
signal into global mean, periodic mean, and residual random com-
ponents followed by phase-averaging samples that are sorted into
constant phase groups. Their procedures enable resolution of un-
steady periodic flow coherent structures including secondary flow
details. Druault et al. �33� implement a proper orthogonal decom-
position �POD� method to recover the time information between
successive PIV measurements which provides a continuous space-
time description of the turbulent flow field within the tumble plane
of in-cylinder engine flow. POD in conjunction with statistical
analysis of the PIV data is particularly useful for unsteady peri-
odic flow with some cycle-to-cycle variability as is present in
internal combustion engines.

The motivation of the present study is to provide benchmark
EFD data for advancement of ship hydrodynamics unsteady
RANS codes from steady to unsteady flow. The forward-speed
diffraction problem, i.e., ship advancing in regular head �incident�
waves but restrained from motions is identified as a building block
problem; since, in traditional potential flow strip theory ap-
proaches, the exciting forces for motions are the solution to the

forward-speed diffraction problem. The ability of unsteady RANS
for the forward-speed diffraction problem is viewed as a first step
in merging the traditionally separate fields of resistance and pro-
pulsion with seakeeping and maneuvering and ultimately realiza-
tion of simulation based design.

The approach is complementary CFD, EFD, and uncertainty
assessment. CFD is used to guide EFD; EFD is used for validation
and model development; and lastly CFD is validated and fills in
sparse data for complete documentation and diagnostics of the
flow. The EFD includes towing tank tests using DTMB model
5512 �length L=3.048 m geosym of DTMB model 5415� and
nominal wake phase-averaged PIV and uncertainty analysis. The
model geometry is shown in Fig. 1 and its parameters are given in
Table 1. Test conditions are based on previous steady-flow PIV �9�
and unsteady-flow force, moment and wave pattern �12,13� and
phase-averaged regular head wave PIV �34� studies. The test con-
ditions are selected to produce primarily a first harmonic linear
response in the forces and moment and wave and flow fields.
Previous �35� and concurrent �36� CFD studies are used for esti-
mating the measurement regions and analysis of the data. Innova-
tive data acquisition, reduction, and uncertainty analysis proce-
dures are developed for the phase-averaged PIV, as part of the
project. The complete descriptions of the test design, uncertainty
analysis, and results are extensive and provided by Longo et al.
�37�.

2 Test Design

2.1 Facility, Coordinate System, Model, and Conditions.
The tests are conducted in the IIHR towing tank, as shown in Fig.
2. The tank is 100 m long, 3.048 m wide, and 3.048 m deep, and
equipped with a drive carriage and model trailer, plunger-type
wave maker, automated wave dampener system, and wave-
dampening beach. The wave dampeners enable 20 and 12 min
intervals between unsteady and steady measurement carriage runs,
respectively. These time intervals are determined to be sufficient
based on visual inspection of the free surface and also on PIV data
taken after steady and unsteady carriage runs such that the mea-
sured residual motions are less than the PIV uncertainties and
close to the noise level of the measurement system. The noise
level of the PIV system is previously determined from static �car-
riage speed Uc=0 m/s� and uniform flow �Uc=1.53 m/s� tests, as
given in Table 2.

A right-handed Cartesian coordinate system fixed to the model
is used with the origin at the intersection of the calm free surface
and forward perpendicular of the model. The x, y, z axes are

Fig. 1 DTMB model 5512

Table 1 Geometric parameters for DTMB model 5512 and full
scale

Parameter Units 5512 Full scale

Linear scale ratio ¯ 46.59 1
Length, L m 3.048 142.00
Beam, B m 0.410 19.10
Draft, T m 0.132 6.16
Wetted surface area, S m2 1.371 2975.66
Block coefficient, CB

¯ 0.506 0.506
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directed downstream, transversely to starboard, and upward, re-
spectively. The coordinates, PIV velocities, and other variables of
interest are nondimensional using L and Uc.

DTMB model 5512 is a fiber-reinforced Plexiglas geosym of
DTMB model 5415, which is a 1:24.8 scale, L=5.72 m model
ship conceived by the USA Navy as a preliminary design for a
surface combatant ca. 1980 with a sonar dome bow and transom
stern. To initiate transition to turbulent flow, a row of cylindrical
studs of 1.6 mm height and 3.2 mm diameter are fixed with
9.5 mm spacing at x=0.05. The stud dimensions and placement
on the model are in accordance with the recommendations by the
23rd ITTC �38�.

Unsteady �with wave� and steady �without wave� tests are per-
formed at carriage speed Uc=1.53 m/s, i.e., Froude number Fr
=Uc /�gL=0.28, which corresponds to the cruise speed for the
full-scale ship. The model is rigidly fixed to the carriage with zero
yaw and roll angle and towed at the dynamic sunk and trimmed
condition �5�, �FP=−0.00310L, �AP=−0.000734L. For un-
steady tests, wavelength �=4.572 m, wave frequency f
=0.584 Hz, and wave steepness Ak=0.025, where f and Ak are
defined in Eqs. �1� and �2�, and A and g are wave amplitude and
local gravity acceleration �g=9.8031 m/s2�, respectively,

f =� g

2��
�1�

Ak = A
2�

�
�2�

The encounter frequency is given by

fe =� g

2��
+

Uc

�
= 0.922 Hz �3�

which is the dominant frequency of the unsteady response.

2.2 Data Acquisition and Reduction Methodology. The
present interest is in PIV measurements of phase-averaged orga-
nized oscillation velocities �U ,V ,W� and random fluctuation Rey-
nolds stresses �uu ,vv ,ww ,uv ,uw�, hereafter, referred to as phase-

averaged �or simply� velocities and Reynolds stresses. The regular
head wave primarily produces a first harmonic response; there-
fore, following �12,13�, a Fourier series �FS� reconstruction is
desired. The FS reconstruction is based on a fifth order least-
squares regression �LSR� method used to interpolate the instanta-
neous measurements acquired at random phases for a continuous
curve for all phases. There are three reasons for using this proce-
dure: �1� it is difficult to synchronize the triggering of the PIV
data acquisition with the phase of the regular head wave; �2� the
uncertainty of the regular head wave frequency is large compared
to the phase interval of data acquisition; and �3� the PIV data
acquisition rate is not an integer fraction of the encounter fre-
quency. The fifth order LSR is determined as a best fit to the data
based on trial and error analysis using up to a tenth order LSR.
After the experiments are completed and analyzed some limited
testing is done using an arithmetic mean moving average method
to test the accuracy of the LSR.

The data-reduction equation for an instantaneous PIV measure-
ment is given in Eq. �4�. Lobj is the width or height of the object
plane in m �measurement area�, Limg is the width or height of the
CCD array of the digital camera in pixels, �t is the time between
successive PIV frames in s, and Sk,i is the instantaneous particle
displacement in pixels in a given interrogation area determined by
the correlation software,

Ck,i =
Lobj

Limg�tUc
Sk,i �4�

The axial U, transverse V, and vertical W velocities are given by
k=1,2 ,3, respectively. In Eqs. �4�–�7� that follow, the measure-
ment sample number is given by i=1, . . . ,Nf where Nf is the
number of valid measurements at a given grid point in a carriage
run or group of carriage runs after filtering from a population of
Nr PIV recordings. The instantaneous normal and shear Reynolds
stresses are computed with Eqs. �5� and �6�, respectively,

�ckck�i = �Ck,i − Ck�2 �5�

Fig. 2 IIHR facility and phase-averaged nominal wake experimental setup:
towing tank, wave maker, DTMB model 5512, 2D PIV system, servo wave
gage. Towing tank is not to scale in the x coordinate.
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�cmcn�i = �Cm,i − Ck��Cn,i − Ck� �6�

The axial uu, transverse vv, and vertical ww normal Reynolds
stresses are given by k=1,2 ,3, respectively, in Eq. �5�. The uv
and uw shear Reynolds stresses are given by m=1, n=2 and m
=1,n=3, respectively, in Eq. �6�. vw is not obtainable with the 2D
PIV system. For a steady-flow application, i.e., ship advancing
into calm water, Ck in Eqs. �5� and �6� is the average velocity
component determined with the average particle displacement
component Sk as

Ck =
Lobj

Limg�tUc

1

Nf
�
i=1

Nf

Sk,i =
Lobj

Limg�tUc
Sk �7�

For an unsteady-flow application, i.e., ship advancing into regular
head waves, Ck in Eqs. �5� and �6� is a LSR polynomial XLSR,
where XLSR is representative of the response of the unsteady ve-
locity through one encounter period.

The data-reduction equation for the regular head wave elevation
measurement is

�I�ti� =
zI�ti�

L
�8�

where zI�ti� is the ith regular head wave elevation �dimensional� in
a series of Nr sweeps of an analog-to-digital �A/D� card. This
occurs synchronously with the acquisition of Nr PIV recordings.
Equation �9� is the phase expression for the unsteady PIV mea-
surements at x=0.935

�i = ��I1
+ 2�

D

�
− 2�tife �9�

The first term on the right-hand side is the first harmonic phase of
the incident wave which is derived from �I�ti� at t=0 s �when data
acquisition commences in the carriage run� at the position of a
servo wave gage upstream of the PIV system. The second term on
the right-hand side is the phase delay created by placing the servo
wave gage upstream of the measurement area by a distance � /D.
The third term on the right-hand side is the phase delay associated
with the regular time interval between successive PIV recordings.
For this application, ti is incremented by 133 ms since the PIV

Table 2 Summary of steady and unsteady flow PIV uncertainty assessment results

Steady-flow PIV UA

Term �X�
DX

�10−2�
BX

2 /UX
2

�%�
PX

2 /UX
2

�%�
UX /Dx

�%�
UX /DX

a

�%�
E

�%�
UE
�%� Uc=0b Uc=1c

U 62.230 66.5 33.5 1.6 2.4 4.3 2.9 0.05 1.1
V 7.642 78.8 21.2 3.8 7.7 6.3 8.6 ¯ 0.3
W 16.080 94.5 5.5 3.2 4.4 7.1 5.4 0.0004 0.08
uu 4.611 42.6 57.4 2.6 4.7 3.5 5.4 0.00003 0.004

vv 1.679 35.3 64.7 3.1 4.3 8.4 5.3 0.005
ww 1.337 47.3 52.7 5.3 5.0 14.8 7.3 0.00002 0.004
uv 0.909 25.3 74.7 5.9 4.1 5.4 7.2 0.005
uw 1.200 20.0 80.0 2.6 5.8 5.7 6.4 0 0.0002

Unsteady-flow PIV UA

Term �X�
DX

�10−2�
BX

�10−2�
BX

2 /UX
2

�%�
PX

�10−2�
PX

2 /UX
2

�%�
UX

�10−2�
UX /Dx

�%�
X̄cnv
�%�

U0
57.825 0.415 55.9 0.370 44.1 0.560 1.0 0.2

V0
7.452 0.071 32.8 0.101 67.2 0.124 1.7 0.8

W0
15.921 0.062 17.9 0.133 82.1 0.147 0.9 0.3

uu0
0.552 0.054 90.8 0.019 9.2 0.058 10.5 0.9

vv0
0.239 0.038 91.5 0.011 8.5 0.039 16.5 2.2

ww0
0.203 0.021 97.4 0.003 2.6 0.021 10.5 0.9

uv0
0.135 0.036 97.2 0.006 2.8 0.037 27.4 2.0

uw0
0.184 0.020 99.4 0.002 0.6 0.021 11.2 1.0

U1
9.320 0.286 77.2 0.156 22.8 0.326 3.5 1.1

V1
3.636 0.064 30.8 0.096 69.2 0.116 3.2 1.8

W1
3.761 0.048 47.5 0.050 52.5 0.070 1.9 1.5

uu1
0.349 0.038 91.6 0.013 8.4 0.040 11.4 1.9

vv1
0.077 0.025 90.3 0.008 9.7 0.026 34.4 12.3

ww1
0.077 0.015 97.3 0.003 2.7 0.015 19.8 3.0

uv1
0.056 0.025 93.6 0.006 6.4 0.026 45.4 8.2

uw1
0.084 0.015 99.0 0.001 1.0 0.015 17.4 3.0

�U1
628.319 2.545 29.6 3.852 70.4 4.623 0.8 0.5

�V1
628.319 2.468 14.2 6.073 85.8 6.555 1.0 1.1

�W1
628.319 3.409 27.2 5.583 72.8 6.541 1.0 1.4

�uu1
628.319 26.303 18.3 56.032 81.7 61.904 9.9 6.8

�vv1
628.319 21.803 13.9 54.275 86.1 58.490 9.3 5.7

�ww1
628.319 40.303 23.7 72.333 76.3 82.804 13.2 5.0

�uv1
628.319 12.881 18.8 26.743 81.2 29.683 4.7 9.9

�uw1
628.319 26.073 18.3 55.027 81.7 60.892 9.7 5.8

aNominal wake uncertainty results from Gui et al. �9�.
bZero carriage speed test results.
cUniform flow test results.
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system acquisition rate of vector fields is 7.5 Hz. This phase delay
is expressed as a fraction of the encounter period T=1/ fe.

A numerical implementation of the method of least squares is
used to compute the nth-order polynomial curve fits

XLSR,j = a0 + a1�� j� + a2�� j�2 + ¯ + an�� j�n �10�

where XLSR,j and � j for j=1, . . . ,360 are the regression ordinate
and abscissa, respectively, and the a’s are regression coefficients
which are functions of the variables in Eqs. �4�–�6� and �9�. � j is
used in the analysis to reconstruct the LSR model for whole phase
angles in the range � j =1–360 deg.

A numerical implementation of the Nth-order FS model is used
for representing a phase-averaged velocity or Reynolds stress
polynomial curve fit

XFS,j = �
n=0

N

An cos�2�nfetj + �n� �11�

where An and �n are nth-order harmonic amplitude and phase,
respectively, tj is the time in the encounter period for j
=1, . . . ,360 when the FS is computed, and �0=0 deg. Summa-
tions are used to compute the FS coefficients in Eqs. �12� and
�13�, taking advantage of the fact that the LSR modeling is for
360 equidistant points over the encounter period T. The amplitude
An and phase �n of the FS are expressed as

An =
2

360���j=1

360

XLSR,j cos�2�fentj�	2

+ ��
j=1

360

XLSR,j sin�2�fentj�	2
1/2

�12�

�n = tan−1��− �
j=1

360

XLSR,j sin�2�fentj�	���
j=1

360

XLSR,j cos�2�fentj�	
 �13�

where the An’s and �n’s are the final, desired results for the present
study.

2.3 Measurement Systems. The towed, 2D PIV system is
designed and constructed by Dantec Dynamics and shown in Figs.
2 and 3. The PIV hardware components �hydrodynamic strut, la-
ser, light-guiding arm, light-sheet optics, digital camera� are as-
sembled on a massive 2D, computer-controlled traversing system
capable of automated movement along the transverse y and verti-
cal z axes. Movements in the x coordinate are manual. The strut is

pressurized, partly submerged, and contains a 20 mJ, dual cavity
Nd:yag laser and light-guide arm for steering 532 nm beams
through the light-sheet optics, which is housed in a submerged,
streamlined torpedo. The digital camera is a one-megapixel
1008�1018 pixels cross-correlation camera fitted with an f/1.4
50 mm lens that views the light sheet from a distance of 50 cm
through a 90 deg mirror. The maximum object-plane size with the
50 mm lens is 7.5�7.5 cm2, however, smaller areas can be uti-
lized to realize a number of advantages which will be discussed
later. The camera is housed in a separate submerged, streamlined

Fig. 3 PIV measurements at the nominal wake plane of DTMB model 5512
showing both configuration #1 xz and configuration #2 xy of the 2D PIV sys-
tem. Inset #1 and #2 highlight the xz and xy measurement zones, respectively,
and the convergence parameter and UA precision-limit locations.
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torpedo. Light-sheet and camera torpedoes are joined with a rigid,
streamlined ministrut such that the light sheet is orthogonal to the
viewing axis of the camera. Figure 3 shows the system configured
to measure in two modes. In the first, the ministrut is horizontal
and velocities �U ,W� and Reynolds stresses �uu ,ww ,uw� are ac-
quired in vertical xz planes. In the second, the ministrut is rotated
downward through 90 deg whereby velocities �U ,V� and Rey-
nolds stresses �uu ,vv ,uv� are acquired in horizontal xy planes.
Synchronization of the laser and camera, image processing, and
acquisition of towing carriage speed are performed with the Dan-
tec Dynamics PIV 2000 vector processor which is equipped with
a four-channel, 12-bit A/D card. Data acquisition and parameter
settings are facilitated with an IBM-compatible, Windows NT PC
equipped with a National Instruments GPIB card and Dantec Dy-
namics v.3.11 Flowmanager software. Results in the form of vec-
tor maps are displayed real-time at a rate of 7.5 Hz. Unsteady data
are phase-locked to the regular head wave elevation by connection
of a servo wave probe to the PIV A/D board. The probe monitors
the regular head wave from a distance D=4.42 m upstream of the
measurement area. The servo probe is a ±5 cm, precalibrated
Kenek wave probe with a resolution of 0.1 mm and 1:1 frequency
response up to 5 Hz for the present incident wave amplitudes.
Silver-coated hollow glass spheres with a density of 1600 kg/m3

and an average diameter of 15 �m are used as seed particles.
These particles have demonstrated very good light-reflectance for
PIV image capture and adequate suspension capability. Addition-
ally, the particles are capable of following sinusoidal motions with
frequencies up to 1375 Hz.

The second measurement system is used for monitoring and
measuring the carriage speed and servo wave probe output for
each data-acquisition run. It is composed of a DOS PC, IIHR-
fabricated speed circuit, and Kenek servo wave gauge. The speed
circuit hardware includes an 8000-count optical encoder affixed to
a wheel of the drive carriage through a pair of chain-driven
sprockets and a digital-to-analog converter. A detailed uncertainty
analysis of the IIHR speed circuit has estimated the uncertainty in
Uc of UUc=0.25% for towing speeds corresponding to Fr=0.28
with model 5512 �5�.

2.4 Data Acquisition and Reduction Procedures. The mea-
surement area dimensions are 192�1018 pixels �14.3
�74.9 mm� or 18% of the total field of view. Advantages of this
measurement area include previous use by Gui et al. �9�, real-time
data throughput for accurate vector map time stamping, and re-
duction of amplitude and phase errors at the periphery of the
image plane �39�. Other PIV data acquisition parameters include
32�32 pixel interrogation areas, 50% overlap in both coordi-
nates, and window-offsetting 8 pixels in the axial coordinate. A
Gaussian window function is used in the correlations. With the
above settings, the measurement grid is 11�62 vectors. PIV im-
age pairs or recordings are taken at 133 ms intervals or 7.5 Hz.
The time between successive PIV images is �t=490 �s. Measure-
ments are taken at several measurement area locations within six
zones. For measurements in the vertical plane, 21 measurement
area locations are used in zones A, B, C �Fig. 3, inset #1�. For
measurements in the horizontal plane, 16, 17, and 21 measure-
ment area locations are used in zones D, E, and F �Fig. 3, inset
#2�, respectively. All zones are centered axially on the nominal
wake plane and cover the region of interest in the yz cross plane
predicted by a RANS solution �36� for the current test conditions,
i.e., x=0.935; −0.06�y�0; −0.06�z�0. Zones are arranged to
provide adequate overlap for measurement-continuity checks
across zone boundaries, i.e., 28–80% between zones A and B,
28% between zones B and C, and 32% between zones D, E, F.
Zone A sets the nearest measurement locations to the model
through placement of the top interrogation area at x=0.935 adja-
cent to the hull surface. This ensures a minimum distance of
1.2 mm between the center of the nearest interrogation area and
the hull surface or y+=70 based on a friction velocity estimate

from flat plate data. For the unsteady cases, regular head wave
data is taken D=4.42 m upstream of the measurement area mid-
point. Uc and �I�t� are sampled on the DOS PC for 10 s at a rate
of 410 Hz.

Data acquisition procedures were initiated by at-rest reference
voltages for Uc and �I�t�. Time is allowed for waves to travel the
length of the tank after which the carriage is started and acceler-
ates through 10 m to a constant speed. Data acquisition com-
mences after traveling another 10 m for 27 s or 42 m through the
tank after which the carriage is decelerated. A single carriage run
produces 200 PIV recordings. The wave elevation at t=0 s on the
first PIV recording determines the initial phase of the regular head
wave. Ten and six carriage runs are made for unsteady and steady
cases, respectively. Prior to initiating the test program, a conver-
gence study sets the required number of carriage runs that yield
converged zeroth and first harmonic amplitude and phases. The
study focuses on convergence histories and running means for a
single measurement area in the viscous flow �zone B, plane 05�.
The convergence parameter is defined by

Xcnv =
�Xn − Xn−1�

DX
� 100% �14�

where Xn for n=2, . . . ,Nf is any phase-averaged velocity or Rey-
nolds stress. Equation �14� evaluates successive changes in the
value of X at a given grid point as a percentage of the dynamic
range DX for increasing numbers of valid PIV samples at that grid
point. Convergence is considered to be achieved for values of Xcnv
that are within the uncertainty level UX of X. At the test program
conclusion, a more extensive convergence study is undertaken to
evaluate the convergence parameter �14� of all phase-averaged
velocities and Reynolds stresses at all measurement areas and grid
points. Results indicate average convergence parameter values of
1.0%, 4.1%, and 4.5% for zeroth and first harmonic amplitudes
and first harmonic phase, respectively, as shown in Table 2.

Unsteady and steady data are postprocessed with FORTRAN
programs that are written and run on a Windows PC. Unsteady
data are phase averaged by processing batches of PIV and corre-
sponding DOS data files acquired at single light sheet positions.
From a batch, fe is computed from PIV-sampled �I for each car-
riage run followed by FS analysis which yields �I1 and ��I1 at t
=0 s. fe, ��I1, and D are then used in Eq. �9� to compute the
specific phase angle of all vector maps in each carriage run �Fig.
4�a��. The following procedures are used at all grid points in the
measurement area. Data are sorted on the phase angle from 0 to
2� �Fig. 4�b�� and then filtered with a two-stage range filter and
2D median filter to remove spurious vectors �Figs. 4�b� and 4�c��.
Because there is no penalty in the phase-averaging process, re-
jected vectors are not replaced. A fifth order LSR curve is fit to the
filtered data, which represents the phase-averaged unsteady re-
sponse through one encounter period. Then, a tenth order FS is
computed from the LSR curve fit to obtain the harmonic ampli-
tudes and phases of the phase-averaged response �Fig. 4�d��.
Phase-averaged Reynolds stresses are computed in the range
0–2� as differences between the instantaneous velocities and the
FS reconstruction of the velocities. Similarly as with the orga-
nized oscillations, a fifth order LSR is fit to the random fluctua-
tions followed by a tenth order FS. Convergence histories for
zeroth and first harmonic amplitude and first harmonic phase are
computed and monitored at seven locations longitudinally across
the measurement area. When all raw data is processed as per the
above procedures, constant y or z data are patched across zone
boundaries and five passes of a moving-average filter is applied
across the range of y or z values to remove high-frequency noise
in the patch regions. The three-dimensional flow field at the nomi-
nal wake plane is constructed through linear interpolation of xz
and xy data to a standard 150�150 grid in the region −0.06�y
�0, −0.06�z�0. Animations of the velocities and Reynolds
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stresses are generated with Eq. �11�.
At the test program conclusion, an analysis is made of the data

reduction LSR interpolation procedure by comparison with inter-
polation using an arithmetic mean based on a moving average
method where averages between 3 deg and 358 deg are based on
local averages between ±2 deg. The differences for the first har-
monic amplitude and phase are within the measurement uncertain-
ties. The differences for the second harmonic amplitude are fairly
large but although not estimated the uncertainty is also expected
to be large such that reanalysis of all the data is not deemed
necessary.

3 Uncertainty Analysis
Original development of uncertainty analysis procedures for

steady PIV measurements is undertaken as part of the commis-
sioning procedures for the IIHR towed, 2D PIV system and docu-
mentation of the quality of nominal wake data �9�. Techniques for
reduction of PIV cross-correlation evaluation bias with window
functions are also developed �40�. Subsequently, uncertainty
analysis procedures are developed for unsteady forces and mo-
ment and wave field data �12,13� and extended for present un-
steady PIV measurements by Longo et al. �41�. More recently,
improvements are made to directly account for the bias errors in
the LSR representation of the unsteady PIV data.

Measurement uncertainties for the steady velocities and Rey-
nolds stresses are provided in Table 2 including original values
from �9�. The current results are considered satisfactory and show
1–3% reduced uncertainties over previous values for 6–8 vari-
ables with ww and uv 0.3% and 1.8% higher, respectively, than
previously. Reductions are a result of improved repeatability of
the measurements, which lowers the precision limits and thereby
UX. For the velocities, more than half of the uncertainty is attrib-
uted to the bias limits, whereas, the precision limits are dominant
in the Reynolds stress uncertainties. This result is expected since
the signal to noise ratio of the Reynolds stresses is lower in com-
parison to that of the velocities, thus making the repeatability of
the Reynolds stress result more difficult.

The unsteady uncertainty analysis determines the final uncer-
tainties in the phase-averaged velocities and Reynolds stresses FS
reconstruction. A summary of the bias and precision limits, total
uncertainties, and global convergence is given in Table 2. A com-
prehensive accounting of the uncertainties in the final results
should consider the uncertainties in the LSR and FS models which
are caused by uncertainties in the original measured variables
from Eqs. �4�–�6� and �9�. The original measured variables them-
selves are functional relations of several variables as shown in
Eqs. �4� and �9�, each of which contains systematic errors. Sys-
tematic errors in the variables of Eqs. �4� and �9� propagate

Fig. 4 Typical unsteady PIV data-reduction procedures: „a… unsorted, unfiltered data; „b… phase-sorted, unfiltered data and
first stage range-filter limits; „c… first stage range-filtered data and second stage range-filter limits; „d… range- and median-
filtered data with LSR curve fit and FS expansion of LSR curve fit; „e… mean axial velocity response and LSR and FS in the xz
precision limit measurement area; „f… axial normal stress response and LSR and FS in the xz precision limit measurement area;
„g… mean axial velocity response and LSR and FS in the external flow; „h… axial normal stress response and LSR and FS in the
external flow.
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through the LSR and FS models and into the harmonic amplitudes
and phases. The specific uncertainty analysis methodology
adopted for the unsteady PIV measurements follows Coleman and
Steele �42�. The methodology provides a framework for compre-
hensive estimation of uncertainties associated with the LSR curve
fitting and is also adapted for the estimation of uncertainties asso-
ciated with the FS reconstructions. Equations �4�–�6� for i
=1, . . . ,Nf are written in functional form as

Xi = f�Sk,i,Lobj,Limg,�t,Uc,��I1
,D,�,ti, fe,y,z �15�

The derivatives in the LSR and FS bias limits are evaluated nu-
merically with a perturbation method. The method is implemented
for any variable by perturbing the nominal LSR or FS by 1% in
either the ordinate or abscissa, the LSR or FS is recomputed, and
the differences between the perturbed and nominal LSR are
summed at whole phase angles from �I=1 deg, . . . ,360 deg. For
Sk,i and ti, this method is also applied sequentially over all i
=1, . . . ,Nf. Systematic uncertainties in the FS associated with er-
rors in the y and z coordinate positions of the measurement area
are accounted for by evaluating the spatial derivatives of the vari-
ables and combining them with By and Bz. To avoid accounting
twice for systematic uncertainties associated with fe, this term is
omitted for FS analysis as the LSR analysis previously included
effects of fe. Bias limits are averaged over 31 grid points along the
midlines of the xz and xy measurement areas that are chosen for
the uncertainty analysis �Fig. 3 inset #1, 2�. These lines are coin-
cident with the nominal wake of model 5512.

The precision limits of the FS results are determined with an
end-to-end, multiple-test method. Ten converged steady and un-
steady datasets are obtained at zone B, plane 05 �y=−30.48 mm,
z=−53.34 mm� and zone D, plane 14 �y=0 mm, z=−53.34 mm�.
These locations are within the boundary layer and near the steady-
flow peak values of turbulent kinetic energy �Fig. 3 inset #1, 2�.
As stated above, only 31 points at x=0.935, or 5% of the total
number of grid points in each measurement area are considered in
the analysis. This procedure is followed because these points are
coincident with the nominal wake plane and good representatives
of the total population of measurement area grid points. The con-
verged datasets are spaced evenly in time through the course of
the experiments to account for factors that influence variability of
the measurements such as ambient motions in the tank water,
traverse errors in the y, z coordinates, and laser-power and seeding
changes.

Referring to Eq. �15�, there are 12 elemental biases. Five �BSk,i,
BLobj, BLimg, B�t, Bti� are estimated based on manufacturers speci-
fications, whereas the other seven �BUc, B��I1, BD, B�, Bfe, By, Bz�
are estimated either by previous uncertainty analysis, calibration
or empirical tests. BUc is estimated based on previous uncertainty
analysis, as already mentioned. B��I1 and Bfe are estimated based
numerical tests to determine the minimum phase and frequency
resolution of the FS and FFT subroutines, respectively. BD is es-
timated from a set of three measurements between the servo wave
gauge needle and the center of the measurement area with a tape
measure. B� is estimated with an independent experiment for di-
rect measurement of � using two servo wave gauges separated a
known distance axially in the tank. By and Bz are estimated with
the manufacturer’s accuracy specifications of the y, z traverses
and imaging tests of location markers on the hull and the free
surface.

The largest bias for the axial and vertical velocity amplitudes is
BLobj, whereas the second largest is BUc and B�, respectively. The
largest and second largest biases for the transverse velocity am-
plitudes are B� and Bz. For the transverse and vertical velocity
amplitudes By also has a significant contribution. The largest and
second largest biases for the Reynolds stress amplitudes are either
BSk,i or B�. The largest and second largest biases for both the
velocity and Reynolds stress phase angles are Bz and By, respec-
tively. The other six biases BLimg, B�t, B��I1, BD, Bti, Bfe are rela-

tively small contributing �1% to the total bias limit. Large BLobj
is due to accuracy of the PIV calibration. Large BUc is due to the
accuracy of the carriage speed circuit. Large B�, Bz, and By are
due to the large sensitivity coefficients associated with these bi-
ases. Lastly, large BSk,i is due to the accuracy of the PIV evalua-
tion algorithm.

Table 2 summarizes the bias and precision limits as percentages
of the total uncertainty along with the total uncertainty as a per-
centage of the dynamic range. The bias limit is largest for the
axial velocity amplitudes, whereas the precision limit is largest for
the transverse and vertical velocity amplitudes. However, both
bias and precision limits contribute significantly. The bias limits
are much larger than the precision limits for the Reynolds stress
amplitudes. The precision limit amplitudes are much larger than
the bias limits for both velocity and Reynolds stress phases. The
weaker signal to noise ratio for the transverse and vertical veloci-
ties accounts for their larger precision limits. The total uncertain-
ties for the velocity amplitudes and phases are of similar magni-
tude as the steady-flow amplitude estimates; therefore, they are
considered satisfactory. The total uncertainties for the Reynolds
stress amplitudes and phases are larger than their steady-flow am-
plitude estimates, but still considered satisfactory in view of the
complexity and difficulty making such measurements. The aver-
age convergence parameter for velocity and Reynolds stress am-
plitudes and phases is less than its respective uncertainty for most
cases, except for some of the Reynolds stress phases. The uncer-
tainty analysis suggests that the total uncertainty can be reduced in
many cases by reduction in various elemental biases and in some
cases additional data acquisition.

4 Results
Of primary interest is the phase-averaged velocity and Rey-

nolds stress nominal wake measurements for surface combatant
5512 in regular head waves. However, to put the work in perspec-
tive it is useful to first review steady nominal wake, regular head
wave unsteady elevation and phase-averaged velocities, unsteady
forces and moments, and phase-averaged wave field for the same
conditions as for the present results. The summary is also useful
for those who wish to use the data for validation of simulation
methods.

4.1 Steady Nominal Wake. Steady-flow nominal wake data
are retaken as part of the project and compared with �9� steady
PIV results in order to validate newly developed data acquisition
and data reduction procedures. Quantitative comparisons are made
including consideration of the data uncertainties. The data are also
compared with �5� 5-hole pitot tube measurements for the same
facility and model and also for two other facilities using larger
geometrically similar models and again with consideration to the
uncertainties �6�. The overall comparisons enable error and uncer-
tainty estimates for the current ability to measure steady ship ve-
locity fields. Another reason for retaking the data is to map a
larger region of the nominal wake plane and take data for both
steady and unsteady flow at the same measurement locations fa-
cilitating direct comparisons between the steady and unsteady
measurements. Lastly, it is useful to review the steady flow prior
to discussing the unsteady-flow results.

4.1.1 Error/Uncertainty Estimates for Ship Velocity Fields. As
discussed in the preceding sections there are many factors that
affect the accuracy of steady PIV measurements. Quantitative
comparisons of present D1 and D2 �9� measurements including
consideration of uncertainty estimates enable an assessment of
unaccounted for bias errors. The comparison error E=D1-D2 and
uncertainty UE=�UD1

2 +UD2

2 are defined. For �E��UE, the differ-
ences are within the uncertainty of the measurement system and
the data are validated at the interval UE. For �E�	UE, the differ-
ences are greater than the uncertainty of the measurement system
indicating unaccounted for bias errors with E itself a better esti-
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mate of the uncertainty in the measurements. The present and
previous data are interpolated onto a common 50�50 grid with
dimensions of −0.0475�y�0,−0.045�z� -0.0025 and E is
evaluated at all grid points, as summarized using average values
in Table 2. U, W, vv, and ww comparison errors are larger than UE
indicating unaccounted for bias errors and that their respective E
intervals should be used as improved uncertainty estimates. Pre-
vious steady PIV results are compared with �5� 5-hole pitot tube
data in �9�; for U and W�E�	UE with E=4.2% and 7.9%, respec-
tively, whereas for V�E��UE=8.9%. Gui et al. �9� shows that
differences are likely due to biases from the use of a pitot probe
for flow with velocity gradients. IIHR 5-hole pitot tube data are
compared with INSEAN and DTMB 5-hole pitot data for 5415 in
�6�. For V and W�E�	UE with E=4.1% and 7.7%, respectively,
whereas for U�E��UE=3.9%. No clear trend is observable re-
garding differences between facilities, model size, or 5-hole pitot
versus PIV measurement systems, i.e., the differences between
each are of similar magnitudes. The overall conclusion is that
steady nominal wake uncertainties are no worse than
�U ,V ,W ,uu ,vv ,ww ,uv ,uw�= �4.3%, 8.9%, 7.9%, 5.4%, 8.4%,
14.8%, 7.2%, 6.4%�. Evaluation and comparison of axial vorticity

indicates similar patterns between facilities and measurement sys-
tems, but even larger differences than for the mean velocities.

4.1.2 Mean Velocities and Reynolds Stresses. The steady
nominal wake is shown in Fig. 5. The flow pattern is explained by
interactions between the hull boundary layer and sonar dome
�near center plane� and after body shoulder �near mid girth� out-
board rotating axial vortices, as displayed by the INSEAN mean-
flow map on the fore and after body and in the near wake. For
x=0, 0.1, 0.2, and 0.4, mostly thin boundary layer development is
observed along the mid girth with thickening near the free surface
and keel. Near-keel axial velocity contours have an elliptical
shape with a long axis parallel to the center plane, which is cor-
related with similarly shaped axial vorticity contours. For x=0.6,
there is a gradual thickening of the boundary layer. Near-keel
axial velocity contours have an elliptical shape rotated such that
the long axis is parallel with the hull bottom, which is again
correlated with similarly shaped axial vorticity contours, but with
two distinct regions of high vorticity. For x=0.8 and 0.935 �nomi-
nal wake plane� axial velocity contours are hook shaped with a
bulge in the boundary layer near 3

4 girth and a thin boundary layer

Fig. 5 Steady-flow mean velocities and Reynolds stresses
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near the keel, which is correlated with hooked and elliptical �long
axis parallel to the calm water plane� axial vorticity contours,
respectively. For x=1.0, 1.1, and 1.2, the bulge in the axial veloc-
ity contours becomes parallel to the wake center plane.

For the nominal wake, inboard of the axial vortex center
�y ,z�= �−0.02,−0.02� and near the center plane, high momentum
fluid is transported towards the hull thinning the boundary layer,
whereas outboard of the vortex center low momentum fluid is
transported away from the hull thickening the boundary layer. The
appearance is a bulge in the axial velocity contours. The cross-
plane vectors are towards the hull with 45 deg and 90 deg angle to
the hull outboard and inboard of the bulge and vortex center. At
the axial vortex center 
x�7 and U�65%Uc. The turbulent ki-
netic energy and Reynolds stresses correlate with the axial veloc-
ity and vorticity contours with large values especially in the thin
boundary layer near the hull bottom and center plane but also in
the bulge region. Maximum values for ��k ,�uu ,�vv ,�ww� are
5.4%, 5.3%, 4.1%, and 3.7%Uc. Normal Reynolds stresses are
anisotropic with uu	vv	ww. Magnitudes and trends are consis-
tent with a flat plate boundary layer at z /�=0.5. At the vortex
center, the normal Reynolds stresses are more isotropic, i.e.,
��uu ,�vv ,�ww� are 4.3%, 3.3%, and 3.2%Uc. uv is negative in
regions of positive �U /�y and positive in regions of negative
�U /�y with maximum values of �uv=2.4%Uc. uw is similar but
correlates with �U /�z with a maximum value of �uw=2.8%Uc.
The mean and turbulent nominal wake flow pattern shows simi-
larity to the boundary layer and turbulence structure in the pres-
ence of common downstreamwise vortex pairs �43,44�. The simi-
larities include thinning and thickening of the boundary layer
inboard and outboard of the vortex, respectively; up wash of low
momentum fluid, high turbulence outboard of the vortex; isotropic
normal Reynolds stresses in the vortex core; and large Reynolds
shear stresses in the up wash region.

4.2 Regular Head Wave Elevation and Velocities. The regu-
lar head wave elevations have been studied in conjunction with
commissioning the plunger wave maker �45� and measurements of
the forces and moments and wave pattern �12,13�. Longo et al.
�45� show that the regular head waves follow linear plunger wave-
maker theory with nonlinear effects within the uncertainty esti-
mates, except for extreme conditions. Gui et al. �12,13� provide
updated uncertainty estimates for regular head wave amplitude
�0.7% dynamic range�, wave frequency �2.7% dynamic range�,
and encounter frequency �0.4% dynamic range�, which are appli-
cable for the present conditions.

In preparation for the present experiments, stationary and towed
PIV phase-averaged regular head wave measurements are made to
develop data acquisition and reduction procedures and document
the velocities, including comparisons with linear 2D progressive
wave theory �34�. For a progressive wave traveling in the positive
x direction, the incident wave elevation and axial and vertical
velocities are

�I�x,t� = A cos�kx − 2�fet� �16�

U�x,z,t� = 1 +
2�fA

Uc
ekz cos�kx − 2�fet� �17�

W�x,z,t� =
2�fA

Uc
ekz sin�kx − 2�fet� �18�

Note that for the current conditions the maximum values of non-
dimensional wave amplitude and velocities are 0.006 and 0.046,
respectively. Admittedly, the wave amplitude and wave-induced
velocities are small and only somewhat larger than their estimated
uncertainties; however, as shown below by comparison with
theory they are arguably well resolved.

The average difference between the measured elevation and
theory is 1.4%, which is larger than the uncertainty estimated at

0.7%. Tests to measure the wavelength using two wave probes
have shown an average �=4.654 m which is 1.7% longer than the
dispersion relation predicts �=4.575 m for small-amplitude, deep-
water waves. Based on the average measured wavelength and first
harmonic amplitude, Ak=0.024.

Average differences between phase-averaged regular head wave
velocities experiment and theory are computed for three vertical-
plane measurement areas having 682 grid points each. For the U
component, average differences are 1.2%, 0.9%, and 0.8% for
U0T

−U0E
, U1T

−U1E
, and �U1T

−�U1E
, respectively, and for the W

component, averaged differences are 0.1%, 0.9%, and 2.0% for
W0T

−W0E
, W1T

−W1E
, and �W1T

−�W1E
, respectively. The average

differences are all well within the noise levels of the U and W
zeroth and first harmonics in Table 2. The first harmonic ampli-
tude of V is an order-of-magnitude smaller than that for U or W.
The second harmonics for the axial and vertical velocities are two
orders-of-magnitude smaller than their first harmonics. The sec-
ond harmonic for the transverse velocity is an order-of-magnitude
smaller than its first harmonic. Reynolds stresses responses are
small, but distinct trends are apparent. Axial uu and vertical ww
normal stresses show increases when magnitudes of their corre-
sponding velocities are maximum/minimum, which indicates a
second-harmonic response. In fact, the second harmonic ampli-
tudes are larger than the first for all three normal Reynolds
stresses, 105%, 152%, and 140%, respectively, for uu, vv, and
ww. The amplitude of the transverse normal Reynolds stress is
relatively small compared with the axial and vertical components.
Shear stresses uv and uw roughly correlate with uu and ww, re-
spectively. Although the uncertainty in the measurement of the
second harmonics is expected to be large there is a clear trend of
large second-harmonic response for the Reynolds stresses.

4.3 Unsteady Forces and Moment. Gui et al. �12,13� study
resistance CT and heave CH forces and pitch moment CM for 5512
for a wide range of Fr, Ak, and �, including the present conditions,
as shown in Fig. 6 and Table 3. Figure 6 includes corresponding
wave elevations �I and running mean values and FFT for all four
variables. Running means display statistical convergence for all
four time histories. Dominant FFT frequencies for incident wave
frequency �0.584 Hz� and the encounter frequencies of the forces
and moments ��0.922 Hz� closely correspond with the imposed
conditions. The difference between the steady and twice the zeroth
harmonic is referred to as added resistance and is 9%CT. The first
harmonic is 1.38% of the steady CT and the second harmonic is
2.7% of the first harmonic. The phase angles for maximum CT,
CH, and CM correspond to wave crests at x=0.1, 0.39, and 0.003,
respectively, i.e., for crests on the fore body for the resistance and
pitch moment and near the mid body for the heave force.

4.4 Phase-Averaged Wave Field. Gui et al. �12,13� also
study the phase-averaged wave field for the present conditions,
including near �−0.2�x�1.3, 0�y�0.082� and far �−0.2�x
�1.3, 0.082�y�0.392� field regions using capacitance wire and
servo mechanism wave gauges, respectively. The results are com-
bined providing zeroth harmonic amplitude and first harmonic
amplitude and phase results. RMS near field wave elevations are
also measured in the transom region. Note that the incident wave
amplitude A is 43% of the dynamic range of the steady wave
pattern. The zeroth harmonic wave pattern is within estimated
uncertainties of the previously measured steady wave pattern �5�
displaying Kelvin-type transverse and diverging waves for a slen-
der ship. The maximum first harmonic amplitude is 1.7A. A large
amplitude crest line and low amplitude trough line diverge from
the fore body shoulder �x=0.35� and transom corner, respectively,
with a 24.5 deg angle to the hull center plane. The former leads
and the latter lags the incident wave by � /3. The diffraction wave
is defined as the difference between the first harmonic response
and incident wave and has a maximum amplitude of 40% of the
unsteady free surface elevations. The RMS for steady and un-
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steady flow has similar patterns and maximum values in a narrow
region close to the center plane extending 0.1L aft. Away from the
center plane the RMS is larger for unsteady rather than steady
flow.

4.5 Unsteady Nominal Wake. There are three primary ef-
fects on the boundary layer and wake due to the regular head
wave. The wave-induced pressure gradients cause accelerations/
decelerations of the axial and vertical velocities similarly as the
regular head wave, but with the possibility of under/over shoots
and phase leads/lags. In the outer region, the axial and vertical
velocities are in phase and � /2 out of phase with the wave eleva-
tion, respectively, with a magnitude of oscillations 3–4.3%Uc
from bottom to top of measurement area. The wave-induced par-
ticle trajectories transport fluid axially and vertically with ampli-
tude Aekz in phase with the wave elevation. The effects of axial
transport are likely small, but the effects of vertical transport are
significant since the transport distance of 0.01 is a large fraction of
the boundary layer thickness in the nominal wake plane such that
velocity oscillations are 15%Uc. Lastly, the wave induces a time
varying ±2.8 deg angle of attack on the sonar dome resulting in
unsteady sonar dome vortices with wavelength Uc / fe=0.54, as

shown by complementary CFD �36�.

4.5.1 Zeroth Harmonic and Streaming. The zeroth harmonic
response shows significant differences from the steady flow �Fig.
5�, which is highlighted by streaming defined as the difference
between twice the zeroth harmonic and steady amplitudes. Figure
7 displays streaming for the velocity components, turbulent ki-
netic energy, and Reynolds stresses normalized by the steady am-
plitude dynamic range. The maximum amplitudes are 5–20% and
70%, respectively, which are considerably larger than the uncer-
tainties for steady and zeroth harmonic amplitudes. Amplitudes
correspond to steady streaming motion induced by the incident
wave and superimposed on the steady-flow pattern. The patterns
for the velocity components correlate with the steady axial vortic-
ity. The axial velocity shows increases in the bulge region and
decreases in the thin boundary layer region outboard and inboard,
respectively, of the vortex center. Note that the bulge and thin
boundary layer regions correspond to the up and down wash re-
gions, respectively, mentioned earlier in discussing the similarity
between the steady nominal wake and boundary layer in the pres-
ence of common down stream wise vortex pairs. The transverse
velocity shows small increases and large decreases above and be-

Fig. 6 Time histories „top, solid lines… and running averages „top, dashed lines… of �I, CT, CH,
and CM for Ak=0.025, �=4.572 m, Fr=0.28. FFTs „bottom… highlight regular head wave and
encounter frequencies.

Table 3 Fourier series reconstruction of the regular head wave and forces and moment
coefficients

Term �I �cm� CT CH CM

f �Hz� 0.584 0.924 0.918 0.919
Xstdy ��2� ¯ 0.884e−02 −0.633e−01 −0.187e−02
X0 −0.969e−01 0.926e−02 −0.680e−01 −0.118e−02
X1 0.177e+01 0.608e−02 0.356e−01 0.108e−01
X2 0.675e−01 0.167e−03 0.183e−03 0.909e−05
Xadd

¯ 0.402e−03 ¯ ¯

�1 �deg� 246.9 −46.9 243.4 −36.7
�I,crest in relation to the ship model

xmax �nd� ¯ 0.100 0.390 0.003
xmin �nd� ¯ 0.849 1.140 0.752
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low the vortex center, whereas the vertical velocity shows in-
creases and decreases outboard and inboard of the vortex center,
which combine to produce a streaming axial vortex with center
coincident with the steady axial vortex but with opposite �inboard�
rotation. The turbulent kinetic energy and Reynolds stresses show
positive values in the thin boundary layer region where steady
values are a maximum, except uv which shows negative values in
the thin boundary layer and bulge region where steady values are
negative and positive, respectively. Thus, there are three overall
effects of the regular head wave on the time mean flow in com-
parison to the steady flow. The axial velocity is larger in the bulge
region. The axial vorticity is reduced with center shifted down-
wards and towards the center plane �y ,z�= �−0.03,−0.015�. The
normal stresses and uw are larger and the uv Reynolds stresses is
smaller positive/larger negative in the thin boundary layer/bulge
regions. The increases in the Reynolds stresses are substantial and
much larger than their respective uncertainties.

4.5.2 First and Second Harmonics. Figures 8 and 9 provide
first harmonic amplitude and phase, respectively, for the velocity
components, turbulent kinetic energy, and Reynolds stresses. The
axial and vertical velocity first harmonic amplitude and phase on
the outer edge of the measurement region �y=−0.06� recovers the

uniform stream, regular head wave values. In regions where the
first harmonic amplitudes are small the phase is indeterminate;
therefore, when the amplitude is less than 10% of the maximum
value the phase is set to the edge values, 0, � /3, and −� /2 for
�U ,V ,W� and −�, −�, −� /2, −� and 0 for �uu ,vv ,ww ,uv ,uw�.

The axial velocity first harmonic amplitude shows very large
amplitudes in the bulge and thin boundary layer regions similarly
but with even larger amplitudes than the streaming. The former is
in phase and the latter −� out of phase with the incident wave.
These large amplitudes are attributed to the wave-induced vertical
transport of low momentum fluid downward at wave troughs and
high momentum fluid upward at wave crests, which results in
contraction and expansion of the boundary layer in phase with the
wave in the bulge region and −� out of phase with the wave in the
thin boundary layer region.

The vertical first harmonic amplitude shows zero response un-
der the hull near the center plane, small response in bulge and thin
boundary layer region, and regular head wave/uniform flow in the
outer region indicating the hull and boundary layer has a signifi-
cant damping effect on the wave-induced vertical velocities. The
phase is the same as for the regular head wave vertical velocity
−� /2, except in the bulge and thin boundary layer region where it

Fig. 7 Differences in zeroth harmonic amplitude and steady-flow variables as a percentage of the steady variable dynamic
range †streaming= „X0−Xstdy… /DXÃ100% ‡
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is in phase with the wave.
The transverse first harmonic amplitude shows zero response

under the hull near the center plane �by symmetry it should be
identically zero on the center plane�, small response in the outer
region, and fairly large �similar order wave-induced velocities� at
the hull shoulder near the free surface where a finger of large
values is evident. The phase is � /3. Near the steady vortex center,
the phase abruptly changes from � to −�, but the amplitudes are
small. The V1 response is explained by continuity with �U /�x
small and �V /�y=−�W /�z. As W increases positively, V moves
away from the hull and center plane. Therefore, W and V must be
somewhat in phase with each other �at least we know they would
be exactly in phase with each other if the hull is infinitely long
with parallel sides�. In consideration of the ship coordinate sys-
tem, we might expect � /2 phase for V since the phase for W is
−� /2, i.e., equal magnitude but opposite sign. However, we ob-
serve � /3. The departure from � /2 may be due to the curvature
of the hull, i.e., the three-dimensional effect of the hull.

Turbulent kinetic energy and Reynolds stresses first harmonic
amplitudes are two/one orders-of-magnitude smaller than the
U / �V ,W� velocities showing the largest values in the bulge and
thin boundary layer regions. Although the Reynolds stresses am-

plitudes are less than their uncertainties their patterns are distinct
and seemingly reasonable. The phase is mostly the same as for the
regular head wave, except in the bulge region where it is � out of
phase.

The second harmonic amplitudes are mostly an order-of-
magnitude smaller than the first harmonic amplitudes showing the
largest values in the bulge and thin boundary layer regions.

4.5.3 Fourier Series-Reconstructed Time Histories. Figure 10
shows reconstructed time histories of the axial velocity contours
with cross plane vectors at t /T=0, 1

4 , 1
2 , 3

4 including a profile view
�top row� of 5512 with superimposed wave profiles at the same
t /T. The vectors include total FS reconstruction �middle row� and
first harmonic �bottom row�. The reference vectors are color-
coded to the superimposed wave profiles. The contours and vec-
tors support conclusions from the preceding section. The large
increases �expansion� and decreases �contraction� in the boundary
layer thickness are in phase with the regular head wave and wave-
induced axial velocities. The regular head wave-induced vertical
velocities are evident in the outer region and damped in the inner
region and are −� /2 out of phase with the regular head wave.
Large regular head wave-induced transverse velocities are dis-

Fig. 8 First harmonic amplitude „nondimensional… for phase-averaged velocities and Reynolds stresses
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played at the hull shoulder and near free surface with a phase of
� /3. Total FS reconstruction cross plane vectors are 45 deg to the
hull and oscillating clockwise after a wave crest passes x=0.935
and then counterclockwise after a wave trough passes x=0.935.
First harmonic vectors more clearly define the regular head wave-
induced oscillations in V and W showing small values everywhere
for a wave crest and trough at x=0.935, large downward flow
toward the center plane for decreasing wave elevation at x
=0.935, and large upward flow away from the center plane for
increasing wave elevation at x=0.935.

5 Conclusions
The present results for phase-averaged organized oscillation ve-

locities �U ,V ,W� and random fluctuation Reynolds stresses
�uu ,vv ,ww ,uv ,uw� for the nominal wake of a surface ship ad-
vancing in regular head waves, but restrained from body motions,
are important in documenting the unsteady ship boundary layer
response. In conjunction with previous studies in the same facility
using the same ship model and conditions for regular head wave
elevation and velocity, unsteady forces and moment, and phase-
averaged wave field provide valuable benchmark data for valida-
tion of ship-hydrodynamics simulation methods. Innovative data
acquisition, reduction, and uncertainty analysis procedures are de-

veloped for the phase-averaged PIV, as part of the project. Use of
towed PIV and focus on phase-averaged variables and Fourier
reconstructions including uncertainty assessment is unique.

Comparisons of steady-flow results with previous steady PIV
and 5-hole pitot tube measurements for the same geometry and
conditions including other facilities enable an overall assessment
of the current ability to measure steady ship velocity fields. The
steady nominal wake is explained by interactions between the hull
boundary layer and sonar dome and after body shoulder outboard
rotating axial vortices thinning and thickening the boundary layer
inboard and outboard of the vortex center. The appearance is a
mid-girth bulge in the axial velocity contours, cross plane vectors
towards the hull, and maximum Reynolds stresses in the thin
boundary layer and bulge regions. The unsteady nominal wake is
explained by interactions between the hull boundary layer and
axial vortices and regular head wave with three primary wave-
induced effects: pressure gradients 4%Uc, orbital velocity trans-
port 15%Uc, and unsteady sonar dome lifting wake. In the outer
region, the uniform flow, incident wave velocities are recovered
within the experimental uncertainties. In the inner, viscous-flow
region, the boundary layer undergoes significant time-varying up-
ward contraction and downward expansion in phase with incident
wave crests and troughs, respectively. The difference between

Fig. 9 First harmonic phase „radians… for phase-averaged velocities and Reynolds stresses
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twice the zeroth harmonic and steady amplitudes is referred to as
streaming and shows 5–20% and 70% maximum amplitudes for
the velocities and Reynolds stresses, respectively. The overall ef-
fect is larger axial velocity in the bulge region, reduced axial
vorticity with center shifted downwards and towards the center
plane, and larger normal stresses and uv but smaller uw Reynolds
stresses. The axial velocity first harmonic amplitude is large in the
bulge region and small in the thin boundary layer region. The
former is in phase and the latter � is out of phase with the incident
wave. The vertical first harmonic amplitude is small except in the
outer region indicating the hull and boundary layer has a damping
effect on the wave-induced vertical velocities. The phase is the
same as the incident wave vertical velocity, except near the center
plane where it is � out of phase. The transverse first harmonic
amplitude also is small except at the hull shoulder near the free
surface where a finger of large values is evident with a phase of
� /3. Reynolds stress amplitudes are an order-of-magnitude
smaller than the velocities showing the largest values in the bulge
and thin boundary layer regions with mostly the same phase as the
incident wave.

The CFD Tokyo Workshop 2005 includes 5 test cases. The first
is calm water bare hull resistance for the fixed condition for KCS
�test case 1.1, 11 entries�, 5415 �test case 1.2, 11 entries�, and
KVLCC2 �test case 1.4, 13 entries� and free to sink and trim
condition for 5415 �test case 1.3, 1 entry�. The second is calm
water self-propelled condition for KCS �test case 2; 4 entries�. The
third is calm water static drift condition for KVLCC2 �test case 3;
16 entries�. The fourth is the incident-wave, forward-speed dif-
fraction condition for 5415 �test case 4; 4 entries� for which the
present data are used. In addition, grid dependence is studied for
the KVLCC2 �test case 5, 11 entries�. The CFD codes are chal-
lenged by the free to sink and trim, self-propelled, and forward-

speed diffraction conditions, as indicated by so few entries. Test
case 4 does not make use of all the present data, but only includes
comparisons for zeroth harmonic amplitude and first harmonic
amplitude and phase, resistance and heave forces, pitch moment,
and phase-averaged wave field and nominal wake velocities, and
in the latter cases Fourier series reconstructions at quarter period
time intervals. Even partial use of the present data proves useful in
evaluating the capabilities of the CFD codes for unsteady flow.
The agreement is in part impressive, but achieved collectively
since some codes perform better/worse for different variables.

Future experiments of the present kind surely will be even more
complex as CFD matures for more realistic and smaller scale
simulations. For ship hydrodynamics, motions, maneuvering, and
self-propelled trajectories are of interest, including global and lo-
cal variables. Even with current advancements in stereo PIV mea-
surement systems for both free surface and velocity fields, such
experiments remain a formidably resourceful challenge. Adding to
this challenge are the requirements for smaller and smaller scales
demanding yet higher data rates and resolution.
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Fig. 10 FS reconstruction of unsteady nominal wake U contours and VW vectors at quarter periods for total magnitude „middle…
and first harmonic „bottom…: „a… t /T=0; „b… t /T=1/4; „c… t /T=1/2; „d… t /T=3/4. Reference vectors are color-coded to the regular
head waves „top….

538 / Vol. 129, MAY 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature
�ckck�i � instantaneous normal stress; k=1 �uu�,

k=2 �vv�, k=3 �ww�
�cmcn�i � instantaneous shear stress; m=1, n=2 �uv�,

m=1, n=3 �uw�
uv, uw � shear stresses

uu, vv, ww � normal stresses in the x ,y ,z coordinates,
respectively

A � wave amplitude, m
a0 , . . . ,an � least-squares regression coefficients

Ak � wave steepness
An � nth-order harmonic amplitude

AP � aft perpendicular
B � model beam, m

BX � bias limit of variable X
CB � block coefficient
CH � heave coefficient
Ck � average PIV velocity component over i=Nf

samples; k=1�U�, k=2�V�, k=3�W�
Ck,i � Instantaneous PIV velocity component;

k=1�U�, k=2�V�, k=3�W�
CM � pitch moment coefficient
CT � total resistance coefficient
D � distance between an upstream wave gauge and

PIV measurement area center, m
DX � dynamic range of variable X

E � comparison error between data 1 �D1� and data
2 �D2�

f � wave frequency, Hz
fe � encounter frequency, Hz

FP � forward perpendicular
Fr � Froude number
g � gravity constant, 9.8031 m/s2

k � wave number, m−1

L � model length, m
Limg � width or height of the image plane, pixel
Lobj � width or height of the object plane, m

n � Fourier series order
Nf � number of valid PIV samples after filtering

from a population of Nr samples
Nr � number of PIV recordings
PX � precision limit of variable X

S � model surface area, m2

Sk � average particle displacement over i=Nf
samples, pixel

Sk,i � instantaneous particle displacement, pixel
T � model draft, m; also encounter period, s
t � time, s

U ,V ,W � axial, transverse, vertical fluid velocities,
respectively

Uc � carriage speed, m/s
UX � uncertainty of variable X

X � any measured variable
x ,y ,z � axial, transverse, vertical coordinates,

respectively
X0 � zeroth harmonic amplitude of variable X
X1 � first harmonic amplitude of variable X
X2 � second harmonic amplitude of variable X

Xcnv � convergence of variable X
XFS � FS reconstruction of the variable X

XLSR � least-squares regression reconstruction of
variable X

y+ � inner wall variable
zI � incident wave elevation, m

�t � time between successive PIV frames, s
� � boundary layer thickness

�i � phase angle of the ith PIV recording, radian
�n � nth order phase, radian
� � wavelength, m


x � axial vorticity
�I � incident wave elevation
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Flow Downstream of a Cluster
of Nine Jets
This work is an experimental investigation of the flow downstream of a low emission
nozzle. The nozzle is a 3�3 square matrix of nine small swirling air jets, has a design
swirl number of 0.8, and operates at a Reynolds number of 40,000. Particle image
velocimetry (PIV) was used to map the velocity field under nonburning and atmospheric
conditions for the first 18 jet diameters downstream of the nozzle exit plane. Seeding was
liquid injected into the air stream and drops were sized to filter out those larger than
3�3 pixels. The results showed that the cluster blends into a single jet-like flow 12 jet
diameters downstream with the axial component of the velocity displaying self-similar
properties. Lateral jet interaction slows the decay of the axial component of the velocity
and jet expansion in the developed region while accelerating the decay of the radial
component. �DOI: 10.1115/1.2720451�

1 Introduction

The key to reducing combustion nitrogen oxides �NOx� and
carbon monoxide �CO� emissions is fast and thorough mixing of
fuel and air. Multipoint lean direct injection �LDI� nozzles im-
prove mixing and atomization by injecting fuel in small amounts
through multiple injection ports, where each nozzle contains doz-
ens of small swirling jets. This paper examines the flow down-
stream of a matrix of nine small swirling air jets. Combustion
studies reported in the literature show multipoint lean direct injec-
tion �LDI� nozzles have lower emissions compared to ordinary
nozzles �1,2�. To date, there have been no detailed investigations
of the nozzle flow or the effect of lateral jet interaction. A detailed
understanding of the flow is necessary to understand the role of
chemistry, mixing, and atomization to emission performance and
to model these nozzles. While there are many previous studies of
clusters of jets reported in the literature �3–7�, their results cannot
be extrapolated to the flow configuration examined here as the jets
are nonswirling and the arrangements are cluster specific.

Axisymmetric turbulent free jets have been widely studied. The
extent of the potential core in these flows depends on the jet exit
conditions. When the boundary layer upstream of the jet exit plane
is thin, the core region can be substantial, whereas when the flow
is turbulent upstream of the injection point the potential core
shrinks considerably. The core region can be as short as x3c /D
=7, or extend beyond x3c /D=200; where x3c is the position down-
stream measured from the exit plane and D is the round jet diam-
eter �8�.

The growth rate of jets with differing initial conditions is not
constant which is inconsistent with the assumption of asymptotic
independence. It was found that by including a finite mass source
and a new length scale L, the jet width � scales as ��x3�x3 /L�n,
where x3 is the position downstream of the exit of the jet and the
exponent, n, is an arbitrary constant �9�. Although these previous
results were derived for nonswirling round jets, the literature
shows that some of the conclusions are applicable to swirling jets
as well �10–12�. The azimuthal velocity component in a swirling
jet introduces a radial pressure gradient that affects the develop-
ment of the shear layer, weakens the organized structures, and
favors the growth of random turbulence enhancing spreading,
mass entrainment, and shear layer growth rates for swirling jets
compared to nonswirling ones �13�.

Swirling free jets experience a sudden expansion just after the
exit and the rate of initial expansion is proportional to the degree
of swirl. The centerline velocity decays exponentially as, x3

−n,
where the exponent depends on swirl and decreases with increas-
ing swirl intensity �10�. Axial velocity profiles of jets with swirl
intensity as high as SN=0.68 reached a self-preserving regime
similar to nonswirling jets �12�.

Multiple jet flows are widely used in combustion systems to
enhance fuel atomization and mixing. Studies show that far from
the jet exit plane, the flow from a cluster of round non-swirling
jets has velocity profiles similar to those of a single jet issuing
from a single source �3–7�.

For nonswirling jet clusters, as the jets merge laterally, the peak
velocity at the outer jets shifts towards the central jet axis. After
merging, the velocity profiles have a single jet-like shape. Com-
putational investigations of nonswirling jet clusters using the k-�
turbulence model predict a single jet-like shape of the merged
flow profile but fail to correctly predict the curvature, because of
the inability of the standard k-� model to predict flows with strong
streamline curvature �7�. The merged single jet-like flow, resulting
from a cluster of nonswirling jets, reaches a spreading rate similar
to the single jet, after a negligible spreading rate in the merger
region �4,6�. Far downstream, the merged flow displays self-
similar behavior with a slightly slower spreading rate compared to
a single jet �5�.

There are no studies of clusters of swirling jets reported in the
literature. This work studies the flow downstream of a 3�3
square matrix of nine small swirling air jets �Fig. 1� with a design
swirl number of 0.8 and a Reynolds number of 40,000 based on
the air pressure drop across the nozzle and the swirl cup diameter.
Particle image velocimetry �PIV� measurements were conducted
under nonburning conditions at atmospheric temperature and pres-
sure to map the velocity field. The study covered the first 21 jet
diameters downstream of the cluster exit plane.

The objectives of this study were:

1. Characterize the velocity profile; and
2. Investigate the effect of lateral jet interaction on the flow

field.

Because of the small size of the nozzle, seeding the airflow with
solid particles for the PIV experiments was impossible. Instead,
liquid was injected into the air stream and a particle sizing MAT-
LAB routine was developed to identify liquid drop size and filter
those larger than 3�3 pixels for fluid phase velocity measure-
ments.
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2 Experimental Setup
The nine swirling jets matrix flow was produced using a mac-

rolamination Parker Hannifin nozzle �Fig. 1� operated at 13 g/s of
air. To evaluate the effect of adjacent jets interaction on the flow
field, measurements were made for a single jet �operated at one
ninth of the previous flow rate� and the full matrix of nine jets.

The nozzle was mounted in an enclosed vertical booth. The
measurements were done using a LaVision Particle Image Veloci-
metry �PIV� system. MIL-PRF-7024 type II �nozzle calibrating
fluid� was injected between 0.11 and 0.32 g/s into the air hose
1 m upstream of the nozzle inlet plane for seeding. A particle
sizing MATLAB algorithm was used to preprocess the PIV im-
ages and remove large liquid droplets retaining droplets smaller
than 3�3 pixels and using them to measure the gas phase veloc-
ity.

2.1 Nozzle and Vertical Test Booth. The nozzle had nine air
blast fuel injectors �Fig. 1� made from a series of flat metallic
sheets diffusion bonded together. The air and fuel channels were
chemically etched into the metal. For each jet, the air issues into a
4 mm deep, 6 mm diameter recess acting as a radial air swirl cup.
Air exhausts into three swirling layers through four 1 mm
�2.5 mm rectangular ports in each layer. All the air jets swirl in
the same direction with a design air swirl number value is SN
=0.8.

The nozzle was mounted in a vertical test booth 375 mm wide
with an octagonal cross section. The nozzle could be positioned in
the horizontal x1 and x2 directions as well as the vertical direction
x3 �Fig. 1�. The enclosure had a rectangular Plexiglas 80
�100 mm viewing window for optical access. Parker Hannifin
Ball screw systems and Compumotor step motors with a repeat-
ability within 0.025 mm were used for motion in the x1, x2, and x3
directions. The overall repeatability of the translation including
the railings and frame was estimated to be 0.1 mm and the system
was computer controlled. The booth enclosure was operated at
atmospheric temperature and pressure.

2.2 Particle Image Velocimetry (PIV) Setup. A LaVision
PIV was used with a 120 mJ, 16 Hz dual cavity New wave,

Gemini PIV 15 Nd:YAG laser operated at 532 nm wavelength.
The power supply and the laser rods are water cooled. The camera
was a 1280�1024 pixel FlowMaster3S �PCO Sensicam, VGA�
CCD camera operated in double-frame, single exposure mode and
the images were processed with a cross-correlation algorithm. Af-
ter the first laser flash, the CCD camera transfers the first image to
the frame buffer �on-chip storage zone�. While the first frame is
read out, the CCD records the second frame and remains sensitive
during the time required to transfer the first frame from the frame
buffer. The readout time determines the exposure time for the
second frame, 125 ms for the FlowMaster3S camera. The expo-
sure time for the first frame is factory set to 10 �s. The time
interval �t between two successive laser pulses was 6 �s.

Adaptive multipass PIV with decreasingly smaller size interro-
gation area was used where the initial interrogation window sizes
was 128�128 pixels and the final interrogation window size was
64�64 pixels. The final size was the smallest possible for the
seeding density used. The cross-correlation algorithm operated
with an overlap of 25% to increase the final output vector map
density. A three point Gaussian correlation peak fit was used to
evaluate the displacement with subpixel accuracy. Two indepen-
dent Gaussian distributions were fitted to the correlation peak in
the x1 and x3 directions; the accuracy was 0.1 pixel �14�.

Figure 2 is the position and size of the viewing windows used
to capture the PIV images. A specific viewing window pattern was
used for each of the flow configurations �single and matrix� and
the details of these windows are given in the table accompanying
Fig. 2. A larger field of view imposing a lower spatial resolution
was used for the full matrix case to cover the central jet as well as
the corner jet. The nine jet matrix flow was probed from x3 /D
�2 to 20 with a spatial resolution �x=2.3 mm. The viewing win-
dows contained the axis of the central jet. For the single jet, the
flow field was mapped from x3 /D�3 to 17.6 with a spatial reso-
lution �x=1.4 mm.

3 PIV Image Preprocessing
Prior to cross correlating the raw images, the PIV images were

preprocessed to filter out large drops. The algorithm allowed digi-
tal sizing of the images of the drops, the construction of filters for
small and large drops, and the filtering of the original raw images
to extract the images containing only small drops.

Figure 3�a� is an enlarged view of a raw PIV image with a wide
range of droplet sizes. Figures 3�b� and 3�c� are the resulting large
and small droplet images, respectively, obtained using a cut-off
drop size of 3�3 pixel.

Fig. 1 Macrolamination nozzle

Fig. 2 PIV viewing widows
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The procedure followed and detailed in the flowchart in Fig. 4
was

1. Binary conversion;
2. Droplet identification;
3. Filtering out of large droplets; and
4. Computation of separate images of large and small drops.

To assist in droplet identification, all pixels whose intensity was
smaller than a predefined threshold were set to zero. Pixels with
intensities larger than the threshold are set to 1. The camera has a
10 bit dynamic range with a background noise level at 30 counts
and because of this a fixed threshold of 40 counts was used to
preprocess the images.

The droplet identification function uses a connectivity param-
eter that requires either two pixels to share an edge or a corner to
be considered connected. The second connectivity parameter is
more conservative when the aim is to leave out large droplets and
was used in this work.

The properties of the identified droplets were evaluated. Due to
diffraction a straightforward conversion of a droplet pixel size into
the actual physical size for droplets smaller than 20 �m was not

possible. Particle size in the intensity matrix used for cross-
correlation and its impact is discussed in detail in the literature
�14�. The correlation matrix is based on the local intensity and
using particle sizes smaller than 3�3 pixels results in poor dy-
namic and spatial resolutions and is at its worse for particle sizes
below 1 pixel scale. Above 3�3 pixels, the correlation is no bet-
ter; the 3�3 pixels size is an ideal balance to address these con-
siderations. All droplets with a bounding box larger than 3�3
were defined as large. A filter set to 0 at the location of the large
droplets was computed and applied to the original image to re-
move large particles. A similar filtering process was used to iden-
tify small droplets.

4 Experimental Setup Assessment
The number of the PIV realizations used to compute the veloc-

ity field was determined by storage limitations. Experimental
checks were performed to confirm the accuracy of the mean ve-
locity components and the statistical accuracy of the measure-
ments. The axial component of the velocity was compared against

Fig. 3 PIV images of the seeding drops
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an independent measurement of the axial component of the veloc-
ity obtained using phase Doppler particle anemometry for droplets
smaller than 5 �m.

For U3, the convergence coefficient calculated using i PIV re-
alizations is

CU3

i = 100
U3

i+1 − U3
i

U3
i �1�

where U3
i �i=1–N, where N is the total number of PIV realiza-

tions� is the velocity average calculated using the first i realiza-
tions of the instantaneous velocity.

For both the radial and axial velocity, the maximum value of
CUi

N was 5%. For the mean of the axial component, the maximum

value for the convergence coefficient was CU3

N =1%. Figure 5 is a
sample convergence curve for the mean axial velocity U3. The
total number of PIV realizations was N=1170. The x axis repre-
sents the number of samples i �1� i�1170� used to compute U3.
The y axis is the associated convergence coefficient, CU3

i , calcu-
lated using i samples. Figure 6 is the statistical accuracy across
the matrix diagonal at different positions downstream for the axial
average component and is of the order of �1% at the center and
increases in the outer region to 4%. Figure 7 compares the axial
velocity measured with PIV and phase Doppler particle anemom-
etry �PDPA� using 5 �m calibrating fluid drops for the down-

stream position x3 /D=3 with an agreement within �2% and the
error on the mean axial velocity is smaller than 5%.

5 Results and Discussion

5.1 Centerline Axial Velocity Decay. A logarithmic profile
of the centerline axial velocity component U3 for the nine jets
configuration is shown in Fig. 8. The horizontal axis is x3 /D from
3 to 21. The vertical axis is the centerline axial velocity for the
central jet. There are two regions where the decay is linear:

1. The merger region from x3 /D=5 to 10; and
2. The developed region from x3 /D=12 to 21.

For each of these regions, the axial centerline velocity is �9�

U3,max � � x3

D
�−m

�2�

where m is the slope of the profile; mm1=0.19 and mm2=0.46 for
the merger and the developed region, respectively. The centerline
velocity decay rate is slower in the merger region than in the
developed region. In the merger region, the central jet entrains
high momentum air from the adjacent jets. As the lateral jets
merge, more air from the surroundings is entrained and the central
jet axial velocity decay rate increases consequently. The normal-
ized lateral length scale � /D��x3 /D�m measures jet expansion

Fig. 4 Image preprocessing algorithm diagram
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�9�. The surrounding eight jets from which the central jet entrains
in the merging region, x3 /D=5–10, confines jet expansion in that
region to less than 1.5D.

While the axial velocity profile of the central jet in the matrix
has a maximum at the center, the single jet axial velocity has a
local minimum and maximum is off the jet axis; a common fea-
ture of swirling jets �presented later in Figs. 12 and 13�. The
logarithmic centerline axial velocity decay for the single jet is
shown in Fig. 9. As seen with the nine jets, the logarithmic profile
has two linear regions. After an initial slow linear decay rate, the

centerline axial velocity decay increases past x3 /D=8. In the slow
decay region, the effect of the quiescent air entrainment on the
axial velocity is mostly absorbed by the fast decay of the velocity
maximum �at xr=7 mm from the centerline� and is not seen along
the centerline. Downstream of x3 /D=8, the centerline decay rate
is faster as the decay rate of the maximum decreases and the effect
of entrainment reaches the centerline. The values of m �Eq. �2��
for the single jet are ms1=0.14 and ms2=0.69 for the slow and fast
decay regions, respectively. The initial decay rate is slow and

Fig. 5 Sample convergence curve for average velocity

Fig. 6 Statistical accuracy, axial velocity
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similar to the rate for the nine jets. The expansion is limited to less
than 1.5D within the first 8 diameters downstream. In the down-
stream region, the expansion is faster and the lateral size of the jet
is almost double the jet size for the nine jets. The values of the
coefficients m for the single jet and the matrix are summarized in
Table 1.

Lateral jet interaction slows the spreading rate of the jet in the
developed region due to the entrainment of higher momentum air
from the surrounding jets. Within the first 20 diameters down-
stream both flows have two expansion rates. The difference be-
tween the two stages is due to jet-jet interaction for the nine jets
flow and to swirl for the single jet. Similar results are reported in
the literature. It was found that the spreading rate of cluster jets is

smaller than a single jet in the first 20 diameters downstream �4�.
The investigation of the interaction between two jets with variable
spacing showed a slower spreading rate for the combined jet �5�.

5.2 Mean Velocity Field. The profiles of the axial velocity
for the matrix at different x3 /D positions downstream in the
merger region �x3 /D�10.5� are shown in Fig. 10. The axial ve-
locity is normalized with the corresponding maximum axial ve-
locity U3,max for each downstream position x3 /D. The horizontal
axis is the position along the diagonal. The central and the corner
jet axis are situated at xr=0 and 18 mm, respectively. The profiles
at x3 /D=3 and 5 display, in addition to a maximum at xr=0 cor-
responding to the central jet, a local maximum between xr=14 and

Fig. 7 Comparison of PIV and PDPA Measurements, x3 /D=3

Fig. 8 Exponential decay of centerline axial velocity for the cluster
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12 mm. The local maximum corresponds to the corner jet exiting
at the radial position xr=18 mm. The outer jets are entrained into
the central jet moving the local maximum towards the nozzle
centerline as the flow moves downstream. The axial velocity
slowly decreases in the immediate vicinity of the two maximums
while for most of the region between the two maximums it in-
creases as the flow moves downstream into the merger region

because high momentum air from the corner jet is entrained into
the central region. Similar results for clusters of nonswirling air
jets where the location of the local maximum moves towards the
center of the main flow as the jets move downstream were re-
ported in the literature �4,5,7�.

The profiles broaden as the central velocity decreases and the
velocity at the tails increases as more surrounding air is entrained.
In the developed region �10.5�x3 /D�21.4�, the axial velocity
profiles resemble those of a single nonswirling round jet similar to
the observations cited in the literature for clusters of nonswirling
jets �4,5�. Figure 11 is the profile of the normalized axial velocity.
The normalized radial position xr /� is plotted versus the normal-
ized velocity U3 /U3,max. �=x3

m was used for scaling. The normal-
ized profiles collapse onto a single curve within the region corre-

Fig. 9 Exponential decay of centerline axial velocity for the single jet

Table 1 Values of m „�Èx3
m
…

Region x3 /D m
Merger, matrix 5–10 0.19
Slow expansion, single jet 3–8 0.14
Developed, matrix 12–21 0.46
Fast expansion, single jet 8–17 0.69

Fig. 10 Axial velocity profiles in the merging region of the cluster
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sponding to xr=0–18 mm, with a slight divergence at the ends.
The self-preserving behavior is similar to the results reported in
the literature for twin nonswirling jets �5�.

Figures 12 and 13 are the axial velocity profiles for a single jet
in the slow and fast expansion regions, respectively. Unlike the
profiles of the central jet in the matrix, the axial velocity profiles
over the entire downstream distance examined �x3 /D=3.7–16.8�
have a local minimum at the centerline. The profiles were normal-
ized with the corresponding values of the velocity at the centerline
U3,cent for each x3 /D position. The minimum at the centerline
decreases from x3 /D=3.7 to 16.8; the decrease is initially slow
while the maximum, located at approximately the same position

xr=8 mm through the first phase, and drops off quickly. In the fast
expansion region, the local minimum decay accelerates and the
maximum decreases continuously while shifting to increasing val-
ues xr as the flow moves downstream. At x3 /D=16.8, the local
centerline minimum is still apparent in the profile.

The radial velocity profiles for the matrix are shown in Fig. 14.
The profiles are from x3 /D=2.3 to 3.4. For positions further
downstream, the radial velocity is less than the displacement mea-
surement limit �0.1 pixel, corresponding to 0.5 m/s�. The region
between xr=0 and xr=18 mm has flow from the central jet di-
rected in the positive direction of xr and from the corner jet di-

Fig. 11 Cluster self-preserving profiles in the developed region

Fig. 12 Single jet axial velocity in the near field
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rected in the negative direction of xr.
The radial profiles display three distinct parts: a region corre-

sponding to the central jet expansion �xr=0–9 mm�, a region cor-
responding to the outward expansion of the corner jet �xr
=18 mm and larger�, and the region 9�xr�18 with negative ra-
dial velocity �first profile in Fig. 14�. The negative radial velocity
slowly decreases as the central jet expands. Figure 14 shows that
by x3 /D=2.7 the radial velocity of the air issuing from the corner
jet and directed towards the centerline is overcome by the expand-
ing central jet and is practically zero.

6 Conclusion

Aside from combustion emission performance studies reported
in the literature �1,2�, there are no detailed investigations of the
flow downstream of multipoint lean direct injection nozzles.
These detailed studies are necessary for numerical modeling and
improving our understanding of the physical mechanisms in-
volved in the performance of these nozzles. Unlike clusters of
nonswirling jets, there are no swirling jets cluster studies reported
in the literature.

Fig. 13 Single jet axial velocity in the far field

Fig. 14 Radial velocity profiles for the cluster
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A drop sizing algorithm filtered large spray drops from the PIV
images allowing measurement of the gas-phase velocity field. The
mean velocity measurements agree within 2% of the same profiles
collected using phase Doppler anemometry in the central region
of the flow field where the PDPA measurements are most reliable.

The flow field of the cluster displays two distinct regions: the
merger region �x3 /D�10� and the developed region �x3 /D�12�.
In the merger region, the characteristics of the individual jets are
still visible and the expansion rate of the central jet is slowed. In
the developed region the cluster blends into a single jet-like flow
with the axial component of the velocity field displaying self-
preserving properties. This flow behavior is similar to the behav-
ior of clusters of nonswirling jets reported in the literature.

Lateral jet interaction:

1. Slows the expansion rate of the jet and the decay of the axial
component of the velocity in the developed region; and

2. Accelerates the decay of the radial velocity and creates re-
circulation regions between jets just downstream of the
nozzle exit.
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Nomenclature
D � air cup diameter, 6 mm

Ur, U3 � mean radial and axial velocities, respec-
tively

SN � swirl number, SN=TM /RAM, where R is the
radius of the jet, and TM and AM are the
axial fluxes of the angular and axial mo-
mentum, respectively �15�

xr, x3 � radial and axial position, respectively
��x3�x3 /L�n � jet length scale at the position x3

m � exponent of the jet growth rate, � /D��x3�m
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Flow Field Measurement in a
Crossflowing Elevated Jet
Structural features resulting from the interaction of a turbulent round jet issuing trans-
versely into a uniform stream are described with the help of flow visualization and the
PIV technique. The jet exits from a rigidly mounted pipe projecting at a distance from the
floor of a tunnel. The aim of the present work is to investigate the flow structure in the
near-field jet-pipe exit. Jet-to-crossflow velocity ratios from 0.375 to 3 were revealed at
Reynolds numbers from 1660 to 6330. Flows in the vertical symmetry plane and hori-
zontal plane across the jet-wake, jet-exit, and pipe-wake regions are investigated. The
measured velocity fields present quantitative characteristics of the streamlines, vortices,
and topological features of the flow structures. In particular, the origin and formation of
the vortices in the wake are described and shown to be fundamentally different from the
well-known phenomenon of vortex shedding from solid bluff bodies.
�DOI: 10.1115/1.2717614�
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Introduction
The growing awareness of environmental pollution and the at-

tempts to curb it have made the study of jets exhausting into a
crossflow of great interest. Chimney stack exhaust smoke into a
wind, cooling tower plumes, discharges of warm water from pipes
laid out on the ocean bed, and pollutant discharges into a river are
a few such examples. Other examples of gaseous jets in a cross-
flow are the lift jets of V/STOL aircraft taking off and landing in
strong wind, the injection of fuel into combustion chambers, and
the cooling jets on turbine blades.

The jet in a crossflow is a flow with a wide range of applica-
tions owing to its ability to mix two streams of fluid efficiently. It
is characterized by a strong three-dimensional flow field, complex
interactions between two streams of fluids �i.e., jet fluid and cross-
flow fluid�, and several interacting flow regions �i.e., the cross-
flow, the jet, the wake behind the jet, the pipe/orifice flow, and the
wall boundary layer�. In the case of the jet in a crossflow dis-
charged from an elevated source �e.g., a pipe or stack�, the wake
behind the stack presents an additional important flow region.

The mean statistical properties of jets emitted into crossflows
from ground-level sources have been examined in the literature
both from an experimental and numerical point of view �e.g.,
Keffer et al. �1�, Kamotani et al. �2�, Andreopoulos et al. �3�,
Crabb et al. �4�, Fric et al. �5�, Mahjoub Saïd et al. �6��. Attention
was focused on the ground-level case. Examinations of elevated
sources are still rare.

Andreopoulos �7� presented measurements of velocity fluctua-
tion statistics in the jet-pipe of a jet in a crossflow situation for
various values of the jet-pipe-to-crossflow velocity ratio. The re-
sults of this work show that at high velocity ratios the pipe flow is
very weakly affected by the crossflow.

Andreopoulos �8,9� measured velocity profiles and statistical
turbulence properties, both in the bent jet and the far wake region
of a cooling tower, at low jet-to-wind velocity ratios. Strong in-
teraction among the bent plume, cooling tower, and wake-like
region behind the cooling tower and jet were discussed. However,

details of the flow structures in the near-wake region were not
reported due to limitations of the instruments they employed.

Measurements of velocity and temperature field and flow visu-
alization results are reported by Andreopoulos �10�. The experi-
mental program included a flow visualization study and mean and
fluctuating velocity and temperature measurements with multiwire
probes and thermocouples. Coherent structures in the form of jet-
like, wakelike, or mushroom-type vortices have been observed.
The measurements showed that there is a strong interaction be-
tween the bending jet and the wake of the cooling tower, which is
basically responsible for the downwash effect.

Results which support the idea that the jet also sheds some of
its vorticity in the case of the ground-level source are given by
Lozano et al. �11�. Eiff et al. �12� have shown continuous vortices
extending from the stack-wake into the jet-wake.

Smith et al. �13� studied the mixing of the round jet normal to
a uniform crossflow for a range of R=5–25. The results concern
structural events of the vortex interaction region, and mixing and
mean centerline concentration decay in the near and far field.
Their work shows deep penetration of free-stream fluid into the
upper edge of the jet. They also show jet fluid penetrating the
wake structures from R=10 to R=15, a feature which persists as
high as R=200. They report that the scalar centerline decay is
faster in the near field compared to that in the far field. They
conclude that in the near field, the counter-rotating vortex pair
�CVP� itself does not enhance mixing.

Eiff et al. �14� clarified how the basically vertical vortices in the
jet-wake �the jet-wake vortices� interact with the vortices in the
stack-wake �the stack-wake vortices� below, but at this point there
is no work known to us that suggests how these jet-wake vortices
evolve in the region above the lower jet-wake region.

Turbulent transverse jets at high jet-to-crossflow blowing ratios
have been investigated by Hasselbrink et al. �15�, using both ana-
lytical and experimental techniques, with the primary goal of un-
derstanding the overall structure of the velocity field, and how it is
influenced by combustion heat release. Algebraic scaling laws for
the simplest case of nonreacting jets at high R were developed.

Su et al. �16� note that even though a number of applications of
jets in a crossflow involve mixing, the body of work devoted to
mixing of jets in a crossflow is relatively small. Applying PLIF
and PIV in nitrogen as jet fluid-into-air crossflowing, Su et al.
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mapped the velocity and scalar fields in the center plane and at
various positions off the center plane. All measurements are made
at a single jet-to-crossflow velocity R=5.7 and jet exit Reynolds
number Re=5000. Cross-stream profiles of scalar concentration
and velocity magnitude show that the flow becomes asymmetric
very near the nozzle exit, with excess values in the wake region of
the flow. The results from their experiments were used to provide
a comprehensive view of the scalar field.

Haven et al. �17� conducted a series of experiments to investi-
gate the effects of the jet geometry on film cooling, and one of the
cases they considered is an elliptic jet in a crossflow. While they
have uncovered certain flow differences between the elliptic and
circular jet geometries, their findings are restricted to very low
velocity ratio only, with maximum R=2, since they are primarily
interested in the situation where the deflected jets stay close to the
cooling surface.

Gopalan et al. �18� examine the flow structure and associated
wall pressure fluctuations caused by the injection of a round, tur-
bulent jet into a turbulent boundary layer �water-into-water�. The
velocity ratio R varies from 0.5 to 2.5 and the Reynolds number is
1.9�104. Their results consist of sample instantaneous flow struc-
tures, distributions of mean velocity, vorticity and turbulence in-
tensity in planes perpendicular and parallel to the wall.

The digital particle image velocimetry �DPIV� technique has
been used to investigate the flow fields of an elliptic jet in a
crossflow �water-into-water� by New et al. �19�. Two different jet
orientations are considered: one with the major axis of the ellipse
aligned with the crossflow and the other with the major axis nor-
mal to the crossflow. Their results show regular pairing of leading-
edge vortices when the major axis of the jet is aligned with the
crossflow.

Mahjoub Said et al. �6� numerically analyzed a jet subjected to
a transverse turbulent flow. They examined the efficiency of the
various usual turbulence closure models �the k-� standard model,
the k-� R.N.G. model, the realizable k-� model, and the second-
order model� in describing the behavior of the flow in its various
regions. They also studied the flow behavior and examined the
influence of R �velocity ratio R=v0 /u�� on the dispersion of the
jet.

The emitted jet bends over into the crossflow direction, as
shown in Fig. 1. On the downstream or lee side of the jet, a wake
region is formed. In the case of a ground-level source, this wake
region �the jet-wake� interacts with the ground-level boundary
layer. In the case of the elevated source, the jet-wake interacts
with the wake behind the pipe �the pipe-wake�.

Measurements at stations closer to the exit of the elevated jet

are more difficult to undertake owing to the existence of a recir-
culating zone, high turbulence intensities, and the angle of the
main flow.

In order to understand the flow patterns of a plume issued from
an elevated jet into a crossflow at large plume-to-wind velocity
ratios, we conducted a series of experiments using a Particle Im-
age Velocimetry �PIV� technique and laser tomography visualiza-
tion. The visualized flow patterns and measured velocities on the
vertical and horizontal symmetric planes are presented to illumi-
nate the interactions between the crossflow, plume, and elevated
jet. The results may offer engineers an extra consideration for
practical application of plume dispersion.

Using a PIV technique and laser tomography visualization, we
examined the wake regions of the pipe and plume at levels near
the top of the pipe. The complex geometry of these structures in
the wake of the plume as well as their interaction with the plume
as it bends over after emission, is discussed. In this paper we
describe the Kelvin-Helmholtz vortex structures. We have also
established that the Karman-type vortex structures in the jet-wake,
which we refer to as jet-wake vortices, extend to just below the
centerline of the jet on each side of the symmetry plane of the
flow.

Fig. 2 Experimental setup: PIV

Fig. 3 Experimental setup: Tomography laser

Fig. 1 Definition sketch
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Experimental Method
Measurements were carried out in a wind tunnel. This tunnel

had a test section with a speed range of about 0–16 m s−1. The
experiments were performed in an open circuit discharging to the
atmosphere outside the laboratory and with a parallel-sided,
closed working section 3 m in length and 0.2 m�0.3 m in cross
section. For optical access, it has a side made of Pyrex; the inte-
rior of the wind tunnel is painted black to reduce reflections. In all
experiments, the crossflow is seeded with oil droplets of approxi-
mately 0.8 �m diameter, and introduced at the ambient tempera-
ture into the tunnel nozzle. The turbulence intensity level of the
crossflow was less than 0.2%. The jet was produced by means of

a smooth pipe 0.1 m in length �h�, 12 mm external diameter and

10 mm internal diameter �d� through which air at constant tem-
perature was discharged. The pipe was positioned at the upstream
end �20 cm from the tunnel nozzle� and along the centerline of the
tunnel oriented perpendicularly to the crossflow.

The velocity profile at the pipe exit is measured using a low-
density particle tracking technique. The jet is seeded with approxi-
mately 1 �m diameter glycerin particles �seeding density
�30 particles ml−1 of pure jet fluid�.

The origin of the wake coordinate system is fixed on the axis of
the pipe. The x axis is directed downstream, the y axis is perpen-

Fig. 4 Different types of vortical structure associated with the transverse-jet near field, u�

=3 m s−1, v0=8 m s−1, Re=5330
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dicular �defined as transverse� to the flow direction and the pipe
axis, and the z axis lies along the axis of the pipe �defined as
spanwise�.

Experimental Study by the PIV Method (Particle Image
Velocimetry). The Particle Image Velocimetry system �Fig. 2� is
based upon a TSI PowerView system, including a 50 mJ dual

Fig. 5 „i… Flow visualization; „ii… mean velocity field; „iii… mean vorticity field, R<1

Fig. 6 „i… Flow visualization; „ii… mean velocity field; „iii… mean vorticity field, R=1
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YAG laser which produces two plan luminous pulses, the duration
of one ranging from 5�10−9 to 10−8 s, a PowerView 4 M high
resolution cross-correlation camera �2 k�2 k resolution, 12 bits�,
a synchronizer and “Insight” Windows-based software for acqui-
sition, processing, and postprocessing. This software allows the
synchronization of pulsations according to the observed phenom-
ena, and the adjustment of the time step between two images. This
time step was 70 �s. In order to avoid errors, the velocity vectors
were calibrated at 130 �m/pixel and limited to the representation
of the velocity field in the regions where the luminance was strong
enough.

Laser pulses from an ND-YAG �Neodymium-Doped Yttrium
Aluminum Garnet� laser were expanded to form a thin light sheet
using a cylindrical lens. The light sheet was brought from the top
of the wind tunnel using a 45 deg mirror. Because of this arrange-
ment, a shadow area upstream from the pipe was created where it
was impossible to take measurements.

The light scattered from the seeded particles was captured and
the resulting scattering signal is collected by an interline transfer
CCD camera. The camera was oriented perpendicular to the plane
of the sheet. The frame transfer capability of this camera allows
each of the two closely spaced laser sheet pulses to be captured in
a separate image. The collected images were transferred to the
control computer. A target image was used to provide accurate
scaling of the flow.

However, after the vector field is initially processed, filters are
applied to the data to eliminate spurious vectors, and these vectors
are linearly interpolated. Then the vector field is reprocessed. This
permits the use of the cross-correlation PIV algorithm �20�, which
eliminates directional ambiguity and yields improved resolution
over single-image autocorrelation techniques. In this way, the in-
plane loss-of-correlation is minimized, and therefore the chance of
valid vector detection is maximized.

Once an ensemble of instantaneous vector fields has been ob-
tained from a set of images, several postprocessing calculations
are made. Raw data are cast from pixel units into physical coor-
dinates, and turbulence statistics and derived quantities such as

vorticity and strain rate are calculated, using custom software. The
final fields were averages performed with 50 successive acquisi-
tions �12,21�.

The uncertainties were about 5%. The estimates were inferred
from estimated inaccuracies in the calibration data and from the
observed scatter in the measurements.

The velocity profile of the main flow was measured with a hot
wire anemometer together with a high precision electronic pres-
sure transducer. With the help of an on-line micropressure calibra-
tion system, the uncertainty in the freestream velocity was esti-
mated to be as large as 3% of a reading.

Experimental Study by Laser Tomography Visualization.
For flow visualization, we used a 5 W continuous argon ion laser,
a fiberoptic light sheet generator, and a standard video camera
�Fig. 3�. A spectra-physics 5 W argon-ion laser coupled with
beam-steering optics and a cylindrical prism provided the laser
sheet to visualize the cross sections of the deflected jet. A CCD
color video camera was used to record the flow field to a recorder,
and still images were captured via a frame grabber in a worksta-
tion. The visualization allows a quantitative analysis of the plume
such as Kelvin-Helmholtz instabilities, the different vorticities,
and the plume behavior downstream from the nozzle. Flow visu-
alization was also used to determine jet trajectories and flow
widths. We also decided to make a horizontal light sheet in the
wind tunnel in order to visualize the three-dimensional aspects of
the plume.

The results presented in this study correspond only to the dy-
namic aspect of the problem.

Results and Discussion
Consider a pipe of diameter d, which emits air containing par-

ticles of glycerin. The plume is subjected to a transverse flow. The
ratio between the two velocities, R=v0 /u�, is obtained by varying
u� �the crossflow free-stream velocity� and v0 �the jet velocity�.
Consideration is given to an unsteady, three-dimensional flow.

Fig. 7 „i… Flow visualization; „ii… mean velocity field; „iii… mean vorticity field, R>1
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Complex flow behaviors are the results of the interactions be-
tween the downwash effect, which is induced by the crossflow
passing over the pipe exit, the up-shear effect induced by the
issuing plume, and the wakes behind the plume and the pipe.

The emitted plume bends over into the crossflow direction. On
the downstream or lee side of the plume, a wake region is formed.
In the case of a ground-level source, this wake region �the plume
wake� interacts with the ground-level boundary layer; interesting
details of this interaction have recently been given by Mahjoub
Saïd et al. �6�. In the case of the elevated source �Mahjoub Saïd
et al. �22��; the plume wake interacts with the wake behind the
pipe �pipe wake�.

Fig. 8 Crossflow effects, Re=5330

Fig. 9 Mean ṽ-velocity profiles above the exit jet at y=0.11 m
for v0= 9.5 m s−1 and various u�

Fig. 10 Mean ũ-velocity profiles above the exit jet at y
=0.11 m for v0= 9.5 m s−1 and various u�
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Four types of coherent structure can be discerned in the near
field of the jet, where the three-dimensional interaction between
the jet and crossflow is most intense. We begin by presenting a
brief review of these structures before addressing the wake in
particular. Illustrated in Fig. 4 are the following: the jet shear-
layer vortices; the wake vortices; the system of horseshoe vorti-
ces; and the counter-rotating vortex pair. Two of these, the shear-
layer vortices and the wake vortices, are intrinsically unsteady; the
other two, i.e., the horseshoe vortices and the vortex pair, have
mean-flow definition although they may also have unsteady com-
ponents. The instability of Benard-Von-Karman generates an alley
of contrarotating swirls in quincunxes �in zig-zag�, which are
formed alternately on the right and on the left pipe.

Figure 4�a� shows the time-averaged streamlines on the sym-
metry plane. Streamlines emanate from the leading and trailing
edges of the jet-exit. Streamlines indicate the motion of the cross-
flow fluid. Streamlines entering the domain from the crossflow
boundary, upstream of the jet, appear to bend in the direction of
the jet fluid and almost merge with the leading edge boundary of
the jet. These streamlines must account for the upstream side en-
trainment of the jet. In addition, the jet entrains fluid on the down-
stream side, and the source of this entrainment is the node ob-
served in the vicinity. The presence of this node has been well
documented �e.g., Kelso et al. �23��. The local flow field acts as a
source in the symmetry plane �note the streamlines fanning out
across the plane� and a sink in the horizontal plane �the stream-
lines pass round the jet and converge toward this node�. Due to
this dual behavior, this point is sometimes termed the “saddle-
node.” The intensity of this �downstream side� entrainment is
high.

In the pipe wake of Fig. 4�a�, the bifurcation line separates the
flow field into reverse and forward flow regions and the source
point is a critical point in topological terms. The flows emitting

from the source point are coming from the lateral flows, which
originate from the recirculation bubble formed when the crossflow
passes over the pipe. The recirculation bubble in the wake is sub-
jected to the interaction of the downwash effect induced by the
crossflow passing over the pipe tip and the up-shear effect induced
by the jet flows.

In addition to the annular swirls which develop at the periphery
of the jet, we can observe the presence of a horseshoe swirl which
surrounds most of the opening of ejection while extending to the
swirls from the wake. The view of horseshoe vortices wrapping
around the base of a jet issuing from a pipe into a crossflow is
shown in Fig. 4�e�. This shows that the origin and formation of the
vortices in the wake are fundamentally different from the well-
known phenomenon of vortex shedding from solid bluff bodies.

The jet coming out of the pipe is bent by the cross stream while
the latter is deflected by the jet in the normal and lateral direc-
tions. An important characteristic of the flow is that the shear layer
emanating from the upstream edge of the pipe is considerably
thicker than that emanating from the downstream edge of the pipe
�lee side�.

The study of the Reynolds number effects shows many impor-
tant dynamics features, while the study of the velocity ratio R
indicates a considerable difference between low and high bending
jets �Figs. 5–7�.

The trailing edge moves towards the leading edge forming a
partial “ring” of jet fluid around the crossflow. However, the pro-
gression rate appears slower at the higher Reynolds number. As
long as the jet accelerates, the trailing edge continues to move
closer to the leading edge. The Reynolds number has a noticeable
effect on the instabilities on the jet edges. When Reynolds num-
bers increase, the instabilities become noticeable. The photo-
graphs in Figs. 5–7 show “rollers” on the top and bottom edges of
the jet. The shear is greatest at the top and bottom edges of the jet.
This results in the Kelvin-Helmholtz instability mechanism are
active on these edges. These photographs �Figs. 5–7�i�� clearly
demonstrate that the instability intensifies as the Reynolds number
is increased. In these images, jet fluid is seen to penetrate the
wake structures to an increasing depth with increasing velocity
ratio.

In Fig. 5�ii�, where the value of the velocity ratio is lower than
1 ��a� R=0.375; �b� R=0.5�, we note a downwash of the plume in
the downstream region of the pipe. The effluents are sucked into
the wake zone which develops in the downstream region of the
pipe. The plume flows only within the wake formed by the ambi-
ent flow over the pipe. A downwash of the flow occurs behind the
pipe. We note for the low velocity ratio the pipe and the bent-over
jet interacts strongly in a mutual way.

Figure 7�ii� shows a sequence of equidistant vortices at the
plume/ambient flow interface rotating along counterclockwise
motions ��a� R=3; �b� R=2.666�. Visualizing a sequence of im-
ages allowed us to observe that these vortical patterns had a trans-
lation velocity parallel to the interface. It also appears that in the
lower section of the plume, similar vortical patterns were formed,
but their rotation very logically takes place in the opposite direc-
tion, as this constitutes a resting-flow zone. In the wake zone, we
can notice the disorderly formation of vortical patterns.

Figures 5–7�iii� show contours of the mean vorticity field on the
symmetry plane, along with a velocity vector passing through the
median plane �vertical section� at various R. The red color desig-
nates the positive values of vorticity �clockwise rotation of local
flows�, while the blue color designates the negative values of vor-
ticity �counterclockwise rotation of local flows�. The vector rep-
resents the velocity magnitudes. The vectors are superimposed on
the isovorticity contours in order to compare the vorticity-
concentrated locations with the features of the flow structures.

In the reverse-flow region of the jet-wake, the interaction be-
tween the up-shear effect, induced by the jet near the pipe exit,
and the traction effect, induced by the bent-jet, causes the stream-
lines to turn counterclockwise, and thus causes negative vorticity

Fig. 11 Kelvin-Helmholtz structures for different velocity ratio
„PIV…, at v0=7 ms−1 and Re=3600
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contours to appear there. In the reverse flow regimes of the pipe
wake, all the vorticity contours are positive because all the
streamlines turn clockwise.

The position of the center of this recirculation zone, which is
not a closed recirculation zone, in the longitudinal direction de-
pends strongly on the Reynolds number Re, while its position is a

function of the velocity ratio. As the Reynolds number increases
the center is formed closer to the pipe, while as the velocity ratio
decreases it moves upward.

In Fig. 8 we present by laser tomography visualization the ef-
fect of transverse velocity. The jet is ejected at v0=8 m s−1 for
various cross-stream velocities �u��. The Reynolds number is
Re=5330.

These visual displays allowed us to observe that the ambient
flow greatly affects the jet’s flow, the main factor determining the
jet’s shape being the exhaust velocity/wind velocity ratio.

When the velocity of the wind tunnel increases, the jet curves
until it becomes almost horizontal to the ground. When the wind
tunnel has a velocity �u�=3 m s−1, 8 m s−1� lower than or equal to
the jet’s velocity �v0=8 m s−1�, the jet trajectory spreads and tends
to bend down more quickly as the velocity of the wind tunnel
increases �u�=16 m s−1�.

We have compared our experimental data with numerical re-

Fig. 12 Cross-sectional vorticities of the flow downstream elevated jet and their wakes „v0
=3 ms−1, u�=1 ms−1, Re=2000…

Fig. 13 Cross-sectional views, 1 cm above the pipe exit
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sults obtained by Mahjoub et al. �22� and good qualitative agree-
ment and reasonable quantitative agreement on most features are
noted.

The numerical results presented herein for the elevated jet is
obtained from a second-order turbulence closure model �6�.

The evolution profiles of vertical and longitudinal velocity are
displayed in Figs. 9 and 10 for various velocity ratios. Trajectory
data are obtained from the ensemble-averaged contour plots of the

side-view images, where each average is obtained from 50 instan-
taneous images acquired at the same tunnel run conditions. The
profiles presented here are defined to be the locus of points in the
z=0 plane at y=0.11 m �0.01 m above the exit of the pipe�.

In these figures we compare the mean vertical velocity ṽ and
the longitudinal evolution of the mean velocity ũ for a vertical
plane corresponding to x=0.11 m at v0=9.5 m s−1 and various
ũ �6.5 m s−1, 9.5 m s−1, 12 m s−1� versus x. We observe that the
jet penetrates further into the cross stream, and the wake region in
the lee of the jet is large when the velocity ratio increases. This
causes significant inflow towards the symmetry plane.

For a low velocity ratio ��0.8�, the bending over happens so
quickly that shortly downstream of the exit the vertical velocity in
the jet is nearly zero.

We note that the longitudinal velocity is lowest at the center of
the wake region. The jet deflection is an indication of the entrain-
ment rate of the crossflow by the jet in the near field. Based on
this argument, it is reasonable to say that with a relatively larger
streamwise deflection, high velocity ratio jets have a higher near-
field entrainment rate than low velocity ratio jets.

At the exhaust area of the pipe, we observe a typical turbulent
pattern called Kelvin-Helmholtz instabilities �Fig. 11�. This phe-
nomenon appears when the flow is subjected to shearing between
two fluids, which slip one over the other at different velocities.
This instability leads to the formation of a “swirling sheet” within
the mixing-zone between the two fluids. Depending on wind ve-
locity, these patterns turn clockwise or counterclockwise. In fact,
the rotational direction depends on the R factor. This is clearly
visible in Fig. 11, the value of the velocity ratio being lower than
1, equal to 1, and greater than 1, respectively.

This photograph clearly shows the jet shear-layer vortices,

Fig. 14 „a… Mean velocity field; „b… instantaneous ṽ-velocity; „c… mean vorticity field; „d… instantaneous vorticity „v0
=3 ms−1, u�=1 ms−1, Re=2000…

Fig. 15 Mean ũ-velocity profiles for u�=1 m s−1 and v0
= 2.5 m s−1 at y=0.11 m and Re=1660 „at various sections z…
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which dominate the initial portion of the jet and which are the
result of the Kelvin-Helmholtz instabilities of the annular shear
layer that separates from the edge of the jet orifice. The shear
layers coming out of the pipe roll up at two different locations, at
the upwind side and at the lee side of the pipe.

We present the field in the case when wind velocity is greater
�u�=10 m s−1� than exhaust velocity �v0=7 m s−1� at Re=3600
and R=0.7. This result shows the presence of vortices with a
clockwise rotational direction.

However, it should be pointed out that the presence of vortices
at the plume/wind tunnel flow interface is observed in Fig. 11
�R=1� when the velocities of the two flows are similar, and so the
formation of vortices take place in the two directions. The fact
that the two flows do not have the same direction creates at the
interface an instability which itself generates vortices with a coun-
terclockwise and a clockwise rotational direction at the plume
interface. One striking feature of this flow is the appearance of
mushroom-type vortices that are very regular.

Figure 11 demonstrates a rolling up of the shear layer, particu-
larly evident in the upstream boundary of the jet, where the ve-
locity ratio was relatively high, R=1.75, and the Reynolds number
Re=3600. This rolling up starts to take place at about 1d above
the exit and persists to about 4d downstream along the jet path.
The windward side of the jet is decelerated with respect to the lee
side in the very near field and this results in a stretching of the
vortex lines. Further downstream, and in particular after the bend-
ing over of the jet, the upper side of the jet is accelerated with
respect to the lower side, resulting in a compression of the vortex
lines. The vortices on the lee side of the jet disappear very quickly
while the others on the upwind side of the pipe persist much
longer before they break down to turbulence.

Figure 12 shows sectional instantaneous views of transverse jet
wakes for six different instances. The wake vortices are perhaps
the most intriguing structures in the near field. They have some
characteristics which are similar to wake vortices of solid cylin-

Fig. 16 Mean ũ-velocity profiles for u�=1 m s−1 and v0= 2.5 m s−1 at y=0.11 m and Re=1660
„at various sections x…
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ders, but differences between the jet �a fluid� and the cylinder �a
solid� as obstacles to the crossflow suggest significant differences
in how the wake vortices should form.

Furthermore, if the “wake” is defined as the region downstream
of the jet, between the jet and the pipe, it can immediately be seen
that this is fundamentally different from a bluff-body wake.

Downstream of the jet, there appears to be a quiescent region
with low vorticity �shown in blue�. Further downstream, the flow
contains larger scale features which move slowly in the direction
of the crossflow.

Figure 13 shows sectional views of transverse jet wakes. The
photographs show the path of the crossflow around the pipe and
its entrainment into the wake. In each photograph the jet, near the

right side of the photograph, issues toward the viewer, and the
crossflow is from right to left. In each case, at least one horseshoe
vortex is seen to wrap around the pipe near the orifice. Down-
stream from the orifice, further structure is seen in the near-pipe
wake. The wakes show structures staggered from side to side.

Instantaneous realizations of the jet velocity field are very dif-
ferent from the corresponding ensemble-averaged fields. Figure
14 shows typical mean and instantaneous side-view images
through the y=0.11 m plane of an R=3.

In this figure, the velocity vectors and the vorticity pattern on
the horizontal plane �y=0.11 m� are shown. A recirculation zone
is found in the jet-wake between the forward and aft stagnation

Fig. 17 Mean w̃-velocity profiles for u�=1 m s−1 and v0= 2.5 m s−1 at y=0.11 m and Re=1660
„at various sections x…
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points which are located on the symmetry axis z=0 m. Inside the
recirculation zone, along the symmetry axis, reverse flows evolve
from the aft stagnation point and go towards the forward stagna-
tion point.

The elevated jet generates vorticity for its own wake, of one
sign on one side and of opposite sign on the other side.

On the whole, the Karman vortex gradually grows up in the
shear layer and moves towards the wake centerline. Just after
passing through the wake bubble, it starts to move fast. As it goes
downstream, it gets away from the centerline slightly and then
turns to the centerline again. Finally, it moves parallel to the x
axis. The paths of vortices shed at upper and lower sides meet
together at the reattachment point. Far downstream, the lock-on
makes the vortex remain much closer to the centerline. Thus, it
appears that the upper and lower vortex streets are formed into a
line.

The longitudinal velocity ũ has been measured for u�

=1 m s−1, v0=2.5 m s−1 at y=0.11 m and Re=1660. Figure 15
shows mean ũ velocity profiles versus longitudinal coordinate x,
at five spanwise positions z. We note that the recirculation region
behind the jet is formed at x=0.0075 mm �0.75 d� in the center
plane �z=0� and extends for a length of approximately one diam-
eter. The recirculation is formed as a result of the combined block-
age of the jet and vortex structure.

Figures 16 and 17 present mean velocity profiles for different
locations of longitudinal positions. The profiles were presented at
the y=0.11 m plane as functions of the distance z �lateral coordi-
nate�. These figures show important characteristics of the jet in the
initial stages.

The mean ũ-velocity profiles show a peak that is the result of
jet fluid. The peak is reduced in size at x=0.75d and it disappeared
forward of the recirculation region.

The mean w̃ velocity profiles show two peaks. These are evi-
dence of the jet forming the characteristic vortex pair and balanc-
ing out the wake developed by the free stream around the jet; on
the centerline, w is zero suggesting that the slower moving ele-
ments of fluid have a high probability of being entrained upward
into the underside of the jet.

The mean velocity values quantify the width of the wake.

Conclusion
Simultaneous tomography laser and particle image velocimetry

�PIV� yield measurements of three-dimensional elevated jet fluid
velocity fields in turbulent crossflowing jets. The jet-to-crossflow
velocity ratios were in the range 0.375–3, covering a range of jet
exit Reynolds numbers from 1660 to 6330. The measurements are
focused on the near-field region of the jet. The configuration stud-
ied, which has the jet nozzle, protrudes into the uniform region of
the tunnel flow. The jet nozzle is a simple pipe.

The flow field of an elevated jet in a crossflow is dominated
primarily by the complex interactions among the jet-wake, pipe-
wake, up-shear effect of the jet and the downwash effect, which is
induced when a crossflow passes over the pipe-tip.

The streamline patterns on the horizontal planes show non-
closed recirculation zones of different topological structures in
different characteristic flow regions due to the strong three-
dimensional effect.

According to R values, the development of Kelvin-Helmholtz
peripheral instabilities is noticed. The spacing between vortices
can be regular. The pattern’s rotational direction is imposed by
the value of R. We have also described the Karman-type vortex
structures.

Nomenclature
d � internal diameter of the jet, m
h � jet height, m

HT � wind tunnel height, m
k � kinetic energy of turbulence, m2 s−2

R � velocity ratio v0 /u�

Re � Reynolds number v0d /�
ReF � Reynolds number u�HT /�

ũ, ṽ, w̃ � velocity components along x, y, and z direc-
tions, m s−1

x, y, z � coordinates, m

Subscripts
� � Condition in crossflow
o � entry of jet
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An Experimental Study of
Artificially-Generated Turbulent
Spots Under Strong Favorable
Pressure Gradients and
Freestream Turbulence
This paper presents experimental results on the internal flow structure of turbulent spots,
and examines the sensitivity of this structure to streamwise acceleration rate and
freestream turbulence. Measurements were performed on a flat plate, with two levels of
freestream acceleration rate and three levels of freestream turbulence. The turbulent
spots were generated artificially at a fixed distance from the test-surface leading edge,
and the development of the spot was documented through hotwire measurements at three
streamwise locations. The measurements were performed at multiple spanwise locations
to allow observation of the three-dimensional spatial structure of the turbulent spot and
the temporal evolution of this structure. Analysis of the perturbation velocity and rms
velocity fluctuations provides insight into the variations of the streaky streamwise-velocity
structure within the turbulent spot, with a focus on the effects of freestream acceleration
rate and turbulence level. �DOI: 10.1115/1.2717608�

Introduction
The appearance of turbulent spots within a laminar boundary

layer was first observed by Emmons �1�, who developed a model
for the statistical properties of such spots. Subsequently, Elder �2�
suggested that breakdown into a turbulent spot is dependent on
local conditions only, and is essentially independent of flow Rey-
nolds number and local boundary-layer thickness. While a critical
Reynolds number is required to amplify small disturbances within
a laminar boundary layer, this is not a prerequisite for the genera-
tion of a turbulent spot by a strong disturbance. The experiments
of Wygnanski et al. �3� established the average shape of a turbu-
lent spot, and provided physical arguments on the processes re-
sponsible for the growth of the spot. The commonly observed
shape of a turbulent spot in the streamwise/spanwise and
streamwise/wall-normal planes is shown schematically in Fig. 1.
During the growth of the turbulent spot, fluid appears to be en-
trained from both the local irrotational freestream and the sur-
rounding laminar boundary layer �4�. Through measurements on
the symmetry plane of a turbulent spot, Cantwell et al. �5� ob-
served the outer part of the rear �upstream� interface and the lower
part of the front �downstream� interface of the turbulent spot to be
regions of particularly significant entrainment. Wygnanski et al.
�3� and Cantwell et al. �5� reported the overhang region at the
front interface of the turbulent spot to be many boundary-layer
thicknesses long on the spot centerline. Based on the fact that the
turbulence in the overhang region does not extend all the way to
the surface, this region was argued to develop through a sweeping
action over the slower laminar flow near the wall. Gad-El-Hak et
al. �6� measured the wall-normal growth rate of the turbulent spot
to be very similar to that observed in a turbulent boundary layer.
Additionally, the authors argued that the spreading of a turbulent
spot parallel to the surface is not limited to turbulent entrainment.
In classical turbulent entrainment, the turbulent region character-
ized by random three-dimensional vortical flow structures is

bounded by irrotational nonturbulent fluid, hence the entrainment
process must be by direct contact, i.e., by local diffusion of vor-
ticity. The rotational nature of the laminar boundary-layer fluid
surrounding a turbulent spot allows for the possibility of mecha-
nisms in addition to the diffusion of vorticity to participate in the
spreading of the turbulent spot. The mechanism that is thought to
have a substantial contribution to the transverse growth of turbu-
lent spots is the destabilization of the rotational fluid surrounding
the turbulent spot in a laminar boundary layer �e.g., �6–8��.

Through visualization experiments, Gad-El-Hak et al. �6� ob-
served that in the upper portion of the turbulent spot, at about two
boundary-layer thicknesses from the surface, the streamwise and
spanwise length scales of the turbulence eddies within the spot
were roughly equal to the boundary-layer thickness. In the
streamwise/wall-normal plane, the turbulent spot was observed to
contain many eddy structures with a preferred inclination in the
downstream direction. Flow visualization studies such as those of
Elder �2�, Cantwell et al. �5�, and Gad-el-Hak et al. �6� revealed
the presence of low-speed streaks upstream of the rear edge of the
turbulent spot. These streaks have been found to have approxi-
mately the same spanwise spacing as found in turbulent boundary
layers, and display streamwise coherence. Sankaran et al. �9� sug-
gested that the wall-attached legs of hairpin vortices in turbulent
spots would provide such a streak formation mechanism, which
would be analogous to the pairs of counter rotating vortices in
turbulent boundary layers that have been argued to be the source
of the streaks. The recent three-dimensional particle-image-
velocimetry measurements of artificially-generated turbulent spots
by Schröder and Kompenhans �10� provide quantitative evidence
for the presence of well-organized longitudinal streaks inside tur-
bulent spots, together with an organized vorticity field that sup-
ports earlier hypotheses regarding the presence of hairpin vortices.
Schröder and Kompenhans observed these flow structures to be
more orderly than those encountered deep in turbulent boundary
layers. Similar streaky structures were observed in the bottom
portion of artificially-generated turbulent spots by Makita and
Nishizawa �11� using rakes of I- and X-hotwire probes. These
authors argued for the presence of hairpin vortices, the induced
upwash and downwash velocities of which lead to the formation
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of streaks in the streamwise velocity field. The authors observed
the number of streaks to increase as the spot grew while propa-
gating downstream, and noted that the wingtips of the spots main-
tained a streamwise velocity defect regardless of the change in the
number of streaks within the spot.

In a natural setting, turbulent spots develop in close vicinity of
each other. It is therefore of interest to establish the effect of the
mutual interaction of spots on their internal structure and growth
rate. Zilberman et al. �12� measured the interaction of a turbulent
spot with a turbulent boundary layer created by a row of spherical
trips, and concluded that the turbulent spot retains its identity,
displaying an internal turbulence structure similar to that of the
outer region of a turbulent boundary layer, with little loss in in-
tensity. Makita and Nishizawa �11� studied the merging of two
artificially-generated spots, and observed that the merging of the
spot wingtips containing low-speed streaks leads to a stronger
upwash in that region, with the resultant unstable inflectional pro-
file producing spanwise vortical structures around the top of the
merged region.

While the majority of the attention on turbulent spots has fo-
cused on their internal structure and spreading rates �13�, the flow
region immediately behind �upstream� a turbulent spot, first stud-
ied by Schubauer and Klebanoff �14�, is also of interest, for an
increased stability is observed in this flow region relative to the
local undisturbed laminar conditions. This calming effect is
thought to be the result of the velocity profile behind the trailing
edge of the turbulent spot deviating from the undisturbed profile
in a manner that is consistent with the aforementioned mechanism
associated with a streaky streamwise velocity distribution in the
turbulent spot, hence affecting the stability of this region of flow.

It is evident from this brief survey that a considerable body of
literature exists on turbulent spots. However, a clear and consis-
tent picture on the substructures prevailing in turbulent spots and
on the dominant mechanism of transverse spreading is yet to be
achieved. The present experimental study has been undertaken to
provide further evidence on the internal structure of turbulent
spots, and to determine the extent of modification in this structure
due to variations in free-stream turbulence and streamwise accel-
eration rate.

Experimental Setup and Data Processing
The experiments were performed in a closed-circuit wind tun-

nel on a flat and smooth test plate of 1220 mm length and
762 mm width, made of 25.4 mm-thick medium density fiber
�MDF� board �Fig. 2�. The leading edge of the test surface con-
sists of a 50.8 mm long aluminum section, mounted onto the test
plate such that its top surface is aligned with the top surface of the
test plate. The aluminum attachment has an elliptic leading edge
of 15.9 and 3.2 mm axis dimensions, and is machined to a 15 deg
knife edge from its lower side. Streamwise pressure gradients are
imposed on the test surface using a contoured wall that forms the
ceiling of the test section. This test configuration has been used
extensively by the author’s research group in studies of attached
and separated boundary-layer transition. For the present test cases,
over the 750 mm length of the test surface starting from the lead-
ing edge, the contoured ceiling was set to converge towards the
test surface at an angle of 11.0 deg, as shown in Fig. 2.

Turbulent spots were created by injecting puffs of air perpen-
dicular to the test surface through a 0.75 mm-diameter hole lo-
cated at a distance of 100 mm from midspan of the test plate and
200 mm from the test-plate leading edge. Compressed air supplied
to a solenoid valve mounted under the test plate was used to
generate the puffs of air, and the valve was triggered at a fre-
quency of 0.9 Hz with a square-wave pulse of 9.6 ms duration.

Since the streamwise flow blockage due to the solenoid valve
under the plate is localized, a deflector plate of the same height as
the solenoid valve was mounted to the test plate just downstream
of the valve to produce a spanwise-uniform flow blockage. A
second flap mounted on the floor �Fig. 2� was set to an angle such
that the stagnation point was shifted slightly towards the working
side of the test plate on the elliptic leading edge. Through mea-
surements with a miniature seven-hole pressure probe, the flow
incidence at the test-plate leading edge was confirmed to be uni-
form to within 0.5 deg along the span of the plate.

The streamwise velocity component in the boundary layer and
in the freestream was measured using a single-sensor hotwire
probe, with a tungsten sensor of 1.3 mm length and 5 �m diam-
eter. The signal from the hotwire anemometer was sampled at a
rate of 10,600 Hz, and was low-pass filtered with a cutoff fre-
quency of 3800 Hz prior to digitization. At each measurement
location, 75 records of velocity samples were acquired, with the
start of each record of 4096 samples being synchronized with the
turbulent-spot trigger. The sampling frequency of 10,600 Hz and
the sample count of 4096 yields a measurement duration of close
to 0.4 s for each record, which was sufficient to track the turbulent
spot at the measurement plane farthest along the test surface. The
trigger frequency of 0.9 Hz yielded a time-interval just over 1 s
between data records, which ensured that the boundary-layer de-
veloping on the test surface recovered from the passing of a tur-
bulent spot before the next spot was generated.

The artificially-generated turbulent spots were measured at
streamwise locations 250 mm, 400 mm, and 500 mm downstream
of the location where the disturbance was introduced to the flow
periodically. At each of these three streamwise measurement loca-

Fig. 1 Approximate shape of turbulent spots

Fig. 2 Test section configuration
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tions, the flow was traversed in the direction normal to the test
surface, with the axis of the hotwire probe oriented at a shallow
angle to the test surface �Fig. 2�. In each traverse, measurements
were performed at 80 points clustered towards the test surface
over a traverse distance that measured several multiples of the
local undisturbed boundary-layer thickness to capture the turbu-
lent spot completely. At each of the three streamwise measure-
ment locations, the traverse normal to the test surface was re-
peated at a series of spanwise locations. Based on the expectation
that, in ensemble-averaged form, the turbulent spot is to approxi-
mate a laterally-symmetric structure with respect to its centerline,
the spanwise measurement stations were placed in the range of
z=−12.5 mm to z=62.5 mm, with z=0 mm coinciding with the
spanwise location of the disturbance used to produce the turbulent
spot. The traverse locations were placed 5 mm apart in the span-
wise direction, with the exception of three of the traverses cen-
tered at z=0 mm, which were spaced at 2.5 mm.

The structure of the artificially-generated turbulent spots was
studied through the ensemble-averaged perturbation and rms fluc-
tuation in the streamwise velocity component. The perturbation
velocity was obtained by subtracting from the ensemble-averaged
local flow velocity the undisturbed laminar velocity that would
have prevailed at that position in the absence of a turbulent spot

ũ�x,y,z,t� =
û�x,y,z,t� − u��x,y,z�

uref
�1�

where û is the ensemble-averaged streamwise velocity, uref is the
freestream reference velocity measured 25 mm from the leading
edge of the test surface and at the spanwise location where the
turbulent spots were created, and u� is the undisturbed laminar
velocity determined by time-averaging the velocity trace from the
moment of trigger of the data acquisition process, which was syn-
chronized with the production of the disturbance, until the turbu-
lent spot arrived at the measurement location. The ensemble av-
eraging of the velocity-time traces was performed over 75 data
records, which was found to be sufficient for statistical conver-
gence. The use of the ensemble-averaged velocity in the calcula-
tion of the perturbation velocity serves to remove the high fre-
quency fluctuations, yielding a smooth perturbation velocity field
due to the presence of the turbulent spot in the laminar boundary
layer.

The rms fluctuation in the streamwise velocity component was
determined through

u��x,y,z� =��
n

�u�x,y,z,t� − û�x,y,z,t��2

n
�2�

where n is the number of samples in each data record.

Test Conditions
The freestream reference velocity at �x ,y ,z�= �25,25,0 mm�

was 3.0 m/s and 4.4 m/s, which correspond to flow Reynolds
numbers based on the test-plate length �L=1.22 m� of 245,000
and 350,000, respectively. The flow Reynolds number was kept
constant to within ±5000 during the measurements, with the varia-
tions being caused primarily by slight drifts in the rotational speed
of the wind-tunnel fan. For each of the flow Reynolds numbers,
measurements were performed at three levels of free-stream tur-
bulence, as documented in Table 1. The tabulated freestream tur-
bulence intensity, Turef, and integral length scale of turbulence, �,
were quantified 10 mm upstream of the test-plate leading edge,
and were confirmed to be uniform in the spanwise and test-plate-
normal directions well beyond the spatial range that may affect
the development of the artificially-generated turbulent spots. The
integral length scale of turbulence was calculated from the single-
sensor hotwire data using the frozen-eddy approximation. The
moderate-Tu and high-Tu conditions were realized through turbu-
lence grids installed at the exit plane of the wind-tunnel contrac-

tion, 500 mm upstream of the test-plate leading edge. Each turbu-
lence grid consists of a 3.175 mm-thick perforated aluminum
plate with nonstaggered square holes. The turbulence grid for the
moderate-Tu case consists of a 3.175 mm thick perforated alumi-
num plate with nonstaggered 12.7 mm�12.7 mm square holes of
15.88 mm spacing, yielding an open area ratio of 0.64. The tur-
bulence grid for the high-Tu case consists of a 3.175 mm thick
perforated aluminum plate with nonstaggered 25.4 mm
�25.4 mm square holes of 31.75 mm spacing, yielding an open
area ratio of 0.64. The low-Tu case did not utilize a turbulence
grid; accordingly, the integral length scale of turbulence in this
instance is observed to scale on the cross-sectional dimensions of
the wind tunnel at the test section.

The streamwise variation of the freestream acceleration param-
eter, �=� /ue

2due /dx, is shown in Fig. 3. These results correspond
to the low-Tu condition, and were confirmed to remain essentially
the same for the moderate-Tu and high-Tu conditions. Between
the streamwise location where the disturbance is produced,
x=200 mm, and the last streamwise location of measurements,
x=700 mm, the acceleration parameter is observed to remain
fairly constant at about 3�10−6 and 4.5�10−6 for the high and
low flow Reynolds numbers, respectively. These values of the
acceleration parameter correspond to pressure gradients that have
been categorized in the published literature on turbomachinery-
blade aerodynamics as strongly favorable. Moretti and Kays �15�
observed the onset of relaminarization of turbulent boundary lay-
ers to occur when the acceleration parameter reaches a critical
value of 3.5�10−6. This is consistent with the range of 2.5
�10−6–3.5�10−6 suggested by Jones and Launder �16� and the
value of 3.0�10−6 reported by Escudier et al. �17�. The condi-
tions for the present experiments are thus in the range where a
turbulent boundary layer would begin to relaminarize, and this

Table 1 Freestream reference turbulence intensity and length
scale

ReL Turef �%� �ref �mm�

Low-Tu 245,000 0.97 771
350,000 0.90 728

Moderate-Tu 245,000 3.07 34
350,000 2.75 36

High-Tu 245,000 5.43 16
350,000 5.18 19

Fig. 3 Streamwise variation of acceleration parameter
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choice was made with the expectation that the substructures in the
artificially-generated turbulent spots would be more organized if
they are to mimic the trends observed in the substructures prevail-
ing in the inner region of turbulent boundary layers, as will be
discussed in the next section of the paper. Given the strongly
stabilizing influence of the streamwise acceleration rate of the two
test cases, the puffs of air had to be injected from the test surface
at a high velocity �approximately 35 m/s� for consistent genera-
tion of a turbulent spot in each instance.

The ceiling geometry was not altered between the two flow
Reynolds numbers, hence the observed variation in the accelera-
tion parameter between the two test cases is the direct result of
altering the flow Reynolds number in the test section. The simul-
taneous variation in the flow Reynolds number and the accelera-
tion parameter may potentially create difficulties in isolating the
effects of the two parameters on the turbulent-spot characteristics.
Nonetheless, the respective variations in the two parameters are
complementary in the sense that a reduction in flow Reynolds
number is accompanied by an increase in the streamwise accel-
eration rate, with both trends expected to promote stability of the
boundary layer.

The streamwise variation of freestream turbulence is presented
in Fig. 4. As a result of the strong streamwise acceleration of the
flow over the test surface, the freestream turbulence in the
moderate-Tu and high-Tu cases is observed to decrease consider-
ably with streamwise distance, particularly up to the first stream-
wise location of measurements at x=450 mm. The rate of de-
crease of Tu with streamwise distance is observed to increase with
the level of turbulence prevailing at the leading edge. Conse-
quently, a significant reduction with streamwise distance is ob-
served in the differences amongst the turbulence intensity levels
of the three cases. It is therefore important to bear in mind that the
variations in the turbulent-spot characteristics observed in this
study are caused by changes in the freestream turbulence level
that are in a streamwise-averaged sense considerably less than
those implied by the differences amongst the reference turbulence
intensity values at the leading edge given in Table 1. While the
turbulence intensity for the low-Tu and moderate-Tu cases is ob-
served to reach similar values towards the last streamwise location
of measurements, this does not necessarily amount to similar level
of freestream disturbance in these two cases, for they differ in the
integral length scale of turbulence, as listed in Table 1.

At the noted flow Reynolds numbers, freestream turbulence
levels and streamwise pressure gradients, in the absence of the
artificial disturbance used to generate turbulent spots, the bound-
ary layer on the test surface remained laminar over the measured

portion of the test plate. With the edge of the boundary layer taken
as the location with a streamwise velocity that is 99% of the local
freestream velocity, the undisturbed boundary-layer thickness for
the flow Reynolds number of 245,000 varied from 4.0 mm at
x=450 mm to 3.2 mm at x=700 mm. The corresponding thick-
nesses for the higher flow Reynolds number were determined to
be 3.5 mm and 2.5 mm. These values correspond to the low-Tu
case. As freestream turbulence was increased from low-Tu to
high-Tu, the undisturbed laminar boundary thickness increased by
about 2 mm at x=450 mm and about 0.5 mm at x=700 mm, ow-
ing to increased mixing at the edge of the boundary layer facili-
tated by the freestream turbulence eddies.

Results and Discussion
The perturbation velocity distribution in the x-t plane along the

centerline �z=0� of the turbulent spot is shown in Fig. 5. Elapsed
time is displayed on the abscissa, with t=0 corresponding to the
injection of a puff of air into the flow at x=200 mm. Figure 6
illustrates the perturbation velocity distribution in the y-z plane, at
an instant when the turbulent spot is about halfway through the
measurement plane. Figures 7 and 8 contain the rms velocity-
fluctuation fields corresponding to the perturbation velocity fields
of Figs. 5 and 6, respectively. Figure 9 shows the rms velocity
distribution at y=0.8 mm, which is about 25% of the undisturbed
local boundary-layer thickness from the test surface. The results
presented in these figures correspond to the second streamwise
measurement station located at x=600 mm, two streamwise accel-
eration rates, and low freestream turbulence conditions. It is to be
noted that the relative scaling of the axes in these plots distorts the
streamwise, spanwise, and wall-normal proportions of the turbu-
lent spot, and are chosen as such to most clearly illustrate the
structure of the spot.

The perturbation velocity and rms velocity-fluctuation distribu-
tions in the x-t plane at the spot centerline �Figs. 5 and 7� display
a conventional shape of a turbulent spot, with a height that is
about twice the local boundary-layer thickness, and an overhang
region on one side of the spot. The shape of the spot in the t-z

Fig. 4 Streamwise variation of freestream turbulence intensity

Fig. 5 Distribution of perturbation velocity „y-t plane… „a… �
=4.5Ã10−6; „b… �=3.0Ã10−6, low Tu, x=600 mm
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plane, observed through rms-velocity contours �Fig. 9�, again fol-
lows the conventional pattern of an approximate arrowhead. Inter-
estingly, however, the pointed end of the approximate arrowhead
is on the trailing rather than leading side of the turbulent spot.
This is in contrast with most previously published studies where
the arrowhead is observed to point in the downstream direction.

The present observation is consistent with the measurements of
Zhong et al. �18� and the direct numerical simulations of Wu et al.
�19�, who observed upstream-pointing arrowhead shapes for tur-
bulent spots generated through the influence of freestream distur-
bances in the form of wakes. Wu et al. provided an explanation for
this difference on the basis of whether the disturbance that is the
source of the turbulent spot originates near the surface or near the
edge of the boundary layer. When the disturbance originates at the
edge of the boundary layer, the resultant parcel of fluid particles

Fig. 6 Distribution of perturbation velocity „y-z plane… „a… �
=4.5Ã10−6; „b… �=3.0Ã10−6, low Tu, x=600 mm

Fig. 7 Distribution of rms velocity fluctuation „y-t plane… „a…
�=4.5Ã10−6; „b… �=3.0Ã10−6, low Tu, x=600 mm

Fig. 8 Distribution of rms velocity fluctuation „y-z plane… „a…
�=4.5Ã10−6; „b… �=3.0Ã10−6, low Tu, x=600 mm

Fig. 9 Distribution of rms velocity fluctuation „t-z plane… „a…
�=4.5Ã10−6; „b… �=3.0Ã10−6, low Tu, x=600 mm
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that are put into a turbulent motion by the disturbance convect in
the downstream direction at a velocity that is faster than the fluid
deeper in the local boundary layer. Thus, in a frame of reference
that moves at the average streamwise velocity of the local
boundary-layer fluid, the parcel of disturbed fluid propagates in
the downstream direction as it spreads transversely. The time that
is available for lateral spreading of the disturbance in this frame of
reference increases with downstream distance. As a result, one
expects the lateral extent of the turbulent region to increase with
downstream distance, yielding an arrowhead shape in the t-z plane
that points in the upstream direction. In the case where the distur-
bance of the fluid particles initiates at the surface, the parcel of
disturbed fluid particles convect in the upstream direction when
viewed in the above-noted reference frame. Thus, the time avail-
able for transverse spreading of the spot into the local undisturbed
boundary-layer fluid increases in the upstream direction, yielding
a shape in the t-z plane that approximates a downstream-pointing
arrowhead.

In the present study, a puff of air injected from the test surface
in the direction perpendicular to the surface serves as the distur-
bance for creating the turbulent spot. With the disturbance origi-
nating at the test surface, as per the aforementioned argument, one
would expect the arrowhead to point downstream, hence contra-
dicting the present experimental result. The explanation for this
apparent contradiction likely resides in the fact that the puffs of air
were of high velocity �approximately 35 m/s�, which was found
to be necessary to create turbulent spots consistently under the
stabilizing influence of the strong favorable streamwise pressure
gradients in the present experiments. The total momentum of the
puff of air dictated by the size of the discharge hole and the
discharge velocity was observed to be sufficient for this distur-
bance to travel from the test surface to well beyond the edge of
the local boundary layer. As such, the present configuration yields
a disturbance that essentially spans across the entire thickness of
the boundary layer at the location of the injection hole, and as a
result, either scenario for the orientation of the arrowhead shape
of the turbulent spot in the z-t plane becomes plausible. Since the
turbulent spots of the present study were observed to consistently
have the upstream-pointing arrowhead shape, it appears that the
disturbance of the boundary layer in its outer region dominates the
process of breakdown into a turbulent spot, possibly in part due to
the greater mean-flow kinetic energy that is available for conver-
sion into turbulence energy in that region of the boundary layer.

The perturbation velocity field in the y-t plane �Fig. 5� displays
a well-known distribution inside the turbulent spot, with a rela-
tively larger region of negative perturbation residing above a nar-
rower region of positive perturbation next to the surface. When
this perturbation velocity field is viewed in the y-z plane, the
higher streamwise acceleration case �Fig. 6�a�� reveals a more
nonuniform spanwise distribution of the low- and high-
perturbation velocity zones, with the two zones following an al-
ternating pattern. Based on a recent experimental investigation of
turbulent spot structures at a flow Reynolds number similar to
those of the present study and using multiplane stereo particle
image velocimetry, Schröder and Kompenhans �10� proposed a
conceptual model of the interior of a turbulent spot as consisting
of well-organized substructures in the form of longitudinal streaks
in the streamwise velocity field with strong shear layers prevailing
between the streaks, the destabilization of which appear to lead to
the formation of hairpin-like vortices, which in turn reinforce the
streaky flow structure, similar to the coherent structures observed
in the inner region of turbulent boundary layers. The spanwise
distribution of the perturbation velocity in Fig. 6�a� is consistent
with the longitudinal velocity streaks observed by Schröder and
Kompenhans in their instantaneous velocity vector fields. The fact
that the low-velocity streaks in the present study consistently re-
side above the high-velocity streaks supports Schröder and Ko-
mpenhans’ postulate that the formation of these streaks is coupled
with the presence of coherent structures in the form of hairpin

vortices, the legs of which reside in the shear regions between the
high and low-speed streaks. These hairpin vortices would be ex-
pected to be inclined in the downstream direction under the action
of the wall-normal streamise-velocity gradient. As a result, the
velocity induced by each of these hairpin vortices between its two
legs would result in upward transfer of low momentum fluid lead-
ing to the formation of the low-velocity streak away from the
surface, and the downward velocity induced on either side of the
hairpin vortex would provide the high momentum fluid that feeds
the high-velocity streaks on either side of the hairpin vortex. The
fact that distinct streaks are observed in the perturbation velocity
field, the computation of which involves ensemble averaging, sug-
gests the hairpin vortices within the turbulent spot to maintain a
well-organized pattern in their spanwise and streamwise arrange-
ment. While the low-velocity streaks are spatially broader than the
high-velocity streaks �Fig. 6�a��, the peak velocity perturbation in
the low-velocity streaks is noted to be half of the peak velocity
perturbation observed in the high-velocity streaks. It is also im-
portant to point out that the outermost streak along the wingtip of
the turbulent spot is consistently a low-velocity streak. This is
suggestive of a unique asymmetric—one-legged—shape for the
vortical coherent structures that are positioned along the wingtip.
As reviewed in the Introduction, the rate of lateral spreading of
turbulent spots is too high to be explained by the turbulent diffu-
sion process alone. It has been suggested that the presence of a
turbulent spot within the rotational fluid of a laminar boundary
layer promotes instability leading to breakdown in the vicinity of
the turbulent spot. Recently, Chong and Zhong �13� highlighted
the reduction in the fullness of the local velocity profile caused by
the arrival of the wingtip of a turbulent spot, with the dip observed
in the profile being the direct result of the presence of negative
perturbation velocity along the wingtip. While this alteration of
the boundary-layer velocity profile may be considered to be in the
right direction as far as more favorable conditions for instability is
concerned, the presence of well-organized coherent vortical struc-
tures of asymmetric shape along the wingtips of turbulent spots as
implied by the present results may also play a role in the instabil-
ity induced by the turbulent spot in its vicinity. Further work is
needed to reveal the details of this instability mechanism.

The perturbation velocity distribution in the y-z plane for the
lower streamwise acceleration rate �Fig. 6�b�� displays a more
uniform spanwise distribution of the negative and positive pertur-
bation regions, with no evidence of an alternating pattern between
the two regions. This is in fact the more common observation of
the perturbation velocity field in other studies of turbulent spots,
such as the recent work of Chong and Zhong �13�. The observa-
tion may be explained by greater variations in the spanwise posi-
tion of the streamwise-velocity streaks from one measurement
cycle to the next, for such variations would result in spanwise
smearing of these streaks when they are viewed through
ensemble-averaged data such as the perturbation velocity. For the
case of lower streamwise acceleration, the notably higher level of
rms velocity fluctuations within the high-perturbation velocity re-
gion of the turbulent spot in Figs. 7�b�, 8�b�, and 9�b� is consistent
with this argument of streak meandering. In turbulent boundary
layers, low-velocity streaks near the surface have been observed
not to remain straight, but meander in the spanwise direction over
ranges comparable to the streak width �20�. Furthermore, through
simulations Piomelli et al. �21� observed that as the streamwise
acceleration rate is increased to initiate relaminarization in a tur-
bulent boundary layer, the velocity streaks become more elon-
gated with fewer undulations resulting from significant decreases
in spanwise fluctuations compared to the streamwise fluctuations.
This observation is consistent with the present results in the tur-
bulent spot, where the streaky pattern in the ensemble-averaged
perturbation velocity distribution becomes more distinct with in-
creasing streamwise acceleration rate.

When measured in wall units, the spacing of the low velocity
streaks in Fig. 6�a� corresponds to �z

+�250, with the friction ve-
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locity calculated on the basis of the local wall shear stress in the
undisturbed laminar boundary layer. Despite the fact that the fric-
tion velocity is calculated based on the local laminar velocity
field, this value is higher than the low-velocity streak spacing in
turbulent boundary layers, which has a mean value of �z

+�100
and a lognormal probability distribution with a dense range
around the mean extending from about �z

+�60 to 180 �22�, inde-
pendent of flow Reynolds number �22� and streamwise pressure
gradients �23�. However, in instances where the stabilizing influ-
ence of favorable streamwise pressure gradients is sufficiently
high to initiate relaminarization of a turbulent boundary layer, the
streak spacing has been found to increase two- to threefold
�23,24�. The strong favorable pressure gradients in the present
study may therefore provide a plausible explanation for the rela-
tively large spanwise spacing of the streaks in the measured tur-
bulent spots.

The favorable agreement between the present trends in the
streaks of the turbulent spots and of those measured in the inner
region of turbulent boundary layers, with respect to the sensitivity
of their spanwise meandering and spanwise spacing to streamwise
acceleration, is suggestive of a fundamental similarity between the
coherent hairpin-like vortical structures in transitioning and turbu-
lent boundary layers.

Comparison of the perturbation velocity fields in the turbulent
spot for the low, moderate and high freestream turbulence cases at
x=600 mm �Figs. 10 and 11�, shows weakening of the perturba-
tion as the freestream turbulence intensity is increased. Despite
the smaller magnitudes of the velocity perturbations, the streaky
structure is noted to remain generally in tact. This suggests that
the hairpin vortices that are argued to play a key role in the for-

mation of the streaks under low freestream turbulence conditions
maintain their fundamental structure and spatial pattern at higher
levels of freestream turbulence.

Velocity fluctuations within the turbulent spot increase as the
freestream turbulence intensity is increased, especially in regions
where spatial gradients in the perturbation velocity field are rela-
tively high �Figs. 12–14�. Given that these velocity fluctuations
are relative to the ensemble-averaged velocity, this trend is sug-
gestive of increased meandering �spanwise oscillation� of the
streaks in the ensemble-averaged velocity field of the turbulent
spot with increasing freestream turbulence. This meandering is
likely part of the reason for the smearing and reduced magnitude
of velocity perturbations associated with the streaks in the
ensemble-averaged velocity distribution �Figs. 10 and 11� as
freestream turbulence intensity is increased. Increased meandering
of the streaky structures with increasing freestream turbulence
would also mean that the highly organized spatial distribution of
hairpin vortices inferred in the turbulent spot at low freestream
turbulence conditions would be disturbed, which in turn may re-
duce the collective induced effect of these vortices, thereby weak-
ening the streaky structures. The integral length scale of the
freestream eddies, given in Table 1, is similar to the lateral spac-
ing of the streaky structures for the high-turbulence case, and is
about twice the lateral spacing of the streaky structures in the
moderate-turbulence case. Freestream eddies that are of the order
of the spacing of the streaky structures, as in the present cases, are
likely to be more effective in disrupting the organization of the
rows of hairpin vortices associated with the streaky velocity field,
than eddies that are either much smaller than the spacing of the
streaks, or compare with or exceed the overall size of the turbulent
spot.

In Figs. 12–14, the extent of velocity fluctuations in the turbu-
lent spot are noted to increase considerably as freestream turbu-

Fig. 10 Distribution of perturbation velocity „y-t plane… „a… low
Tu; „b… moderate Tu; „c… high Tu, �=4.5Ã10−6, x=600 mm

Fig. 11 Distribution of perturbation velocity „y-z plane… „a… low
Tu; „b… moderate Tu; „c… high Tu, �=4.5Ã10−6, x=600 mm
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lence intensity is raised from low to moderate, but this trend re-
verses with further increase in the intensity of freestream
turbulence. This reversal in trend is caused by the fact that for the
high-turbulence case, the streaky structures appearing in the
ensemble-averaged velocity field are considerably weaker than in
the moderate-turbulence case, and thus the magnitude of the ve-
locity fluctuations that result from their meandering is correspond-
ingly lower.

The approximate arrowhead shape of the turbulent spot noted in
Fig. 14�a� at low freestream turbulence is not retained at the
higher levels of freestream turbulence �Figs. 14�b� and 14�c��.
Instead, multiple longitudinal protrusions are observed in the rms
velocity-fluctuation field on the leading and trailing sides of the
turbulent spot, which are visible for both the moderate and high
freestream turbulence levels. The spanwise locations of these pro-
trusions are noted to correspond to the high-velocity streaks in the
perturbation velocity field �Figs. 11�b� and 11�c��, which is ex-
pected based on the proximity of the z-t plane shown in Fig. 14 to
the surface, and suggests the presence of an organized pattern of
hairpin vortices well beyond the region of the turbulent spot that
is identified through the perturbation-velocity field. It is also
worth noting that as the freestream turbulence is increased, the
emergence of these longitudinal trailing- and leading-edge protru-
sions in the rms velocity-fluctuation field is consistent with the
manifestation of greater rms velocity fluctuations in the region of
high-perturbation-velocity streaks halfway along the length of the
turbulent spot �Figs. 13�b� and 13�c� versus Fig. 13�a��.

Comparison of the perturbation velocity fields for the low, med-
erate and high freestream turbulence cases at x=600 mm, in the
y-t plane, as illustrated in Fig. 10, suggests a slightly lower
streamwise convection rate for the turbulent spot in the high
freestream turbulence case. For the low, moderate and high
freestream turbulence cases, the lateral location of the turbulent-

Fig. 12 Distribution of rms velocity fluctuation „y-t plane… „a…
low Tu; „b… moderate Tu; „c… high Tu, �=4.5Ã10−6, x=600 mm

Fig. 13 Distribution of rms velocity fluctuation „y-z plane… „a…
low Tu; „b… moderate Tu; „c… high Tu, �=4.5Ã10−6, x=600 mm

Fig. 14 Distribution of rms velocity fluctuation „t-z plane… „a…
low Tu; „b… moderate Tu; „c… high Tu, �=4.5Ã10−6, x=600 mm
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spot wingtip, as observed in the perturbation velocity fields at x
=600 mm, in the y-z plane �Fig. 11�, are very similar to each
other. The same was observed to be true at the remaining stream-
wise measurement locations of x=450 mm and x=750 mm. This
result suggests that the lateral spreading rate is not affected to a
noticeable extent by the current variations in the freestream tur-
bulence level. Given the significant effect of freestream turbulence
on the internal structure of the turbulent spot and on the shape of
its interface with the surrounding laminar fluid, the observed in-
sensitivity of the spot transverse spreading rate to variations in
freestream turbulence is not obvious. It is quite plausible that any
changes that occur in the way the turbulent spot interacts with the
surrounding boundary-layer fluid as freestream turbulence is in-
creased are dominated by the highly stabilizing influence of the
strong favorable streamwise pressure gradients of the present test
cases. Thus, more experimentation covering a wider range of
streamwise acceleration rates is needed to draw general conclu-
sions regarding the effects of freestream turbulence on the con-
vection and spreading rates of turbulent spots.

Conclusions
The structure of an artificially-generated turbulent spot has been

studied experimentally under strongly favorable pressure gradi-
ents and three levels of freestream turbulence.

The results demonstrate the presence of a streaky structure of
streamwise velocity in the turbulent spot, with high- and low-
velocity streaks following an alternating pattern in the spanwise
direction, the turbulent spot being consistently terminated by a
low-velocity streak at the wingtip, and the high-velocity streaks
residing closer to the wall than the low-velocity streaks. This pat-
tern provides strong support for the presence of hairpin-like vor-
tices that are spread through the turbulent spot in a well-organized
pattern. Based on the sensitivity of the streaky pattern to the
freestream streamwise rate of acceleration, the spanwise meander-
ing of the streaks in the turbulent spot is argued to decrease with
increasing streamwise acceleration. The spanwise spacing of the
streaks is found to be somewhat higher than those observed in the
inner region of turbulent boundary layers, and this difference is
argued to be the result of the stabilizing influence of strong favor-
able streamwise pressure gradients. The favorable agreement be-
tween the present trends in the streaks of the turbulent spots and
of those measured in the inner region of turbulent boundary lay-
ers, with respect to the sensitivity of their spanwise meandering
and spanwise spacing to streamwise acceleration, is suggestive of
a fundamental similarity between the coherent hairpin-like vorti-
cal structures in transitioning and turbulent boundary layers.

The magnitude of the velocity perturbations associated with the
streaky structure is observed to decrease with increasing
freestream turbulence. This is accompanied by considerable in-
crease in the spanwise meandering of the streaks. Despite the
noted effect of freestream turbulence on the internal structure of
the turbulent spot, its effect on the transverse spreading and
streamwise convection rates of the spot were observed to be in-
significant over the measured range of freestream turbulence lev-
els. This result is suggested to be at least partly due to the stabi-
lizing influence of the strong favorable streamwise pressure
gradients on the laminar boundary layer.

Finally, through comparison of the present results with pub-
lished literature, the streamwise direction of the arrowhead shape
of the turbulent spot is shown to depend on whether the distur-
bance is introduced near the wall or near the edge of the boundary
layer. In the instance where the disturbance is introduced across
the thickness of the boundary layer, as in the present study, the
scenario associated with a boundary-layer-edge disturbance is ob-
served to dominate.
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Nomenclature
L � test-plate length, L=1220 mm
n � number of samples in each data record

ReL � flow Reynolds number based on test-surface
length and uref

Tu � freestream turbulence intensity
Turef � reference turbulence intensity at x=−10 mm

u � instantaneous streamwise velocity
ul � laminar streamwise velocity
û � ensemble-averaged streamwise velocity

component
ũ � streamwise component of perturbation velocity,

Eq. �1�
u� � rms streamwise velocity fluctuation, Eq. �2�
ue � boundary-layer edge velocity

uref � freestream velocity measured at y=25 mm, z
=0 mm, 25 mm downstream of the test-surface
leading edge

u� � friction velocity, u�= �v�dul /dy��y=0
1/2

� � streamwise acceleration parameter, �= �v /ue
2�

��due /dx�
x ,y ,z � streamwise, surface-normal and spanwise coor-

dinates; x=200 mm, z=0 mm at the location
of disturbance

�z
+ � spanwise spacing of low-speed streaks, nor-

malized by u� /v
v � kinematic viscosity

�ref � integral length scale of freestream turbulence
at x=−10 mm
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Development of a Nozzle-Flapper-
Type Servo Valve Using a Slit
Structure
Pneumatic servo valves play a significant role in power transmission and system control
using a pressurized gas. When pressurized air passes through servo valves, noise and
pressure fluctuations are often experienced at the downstream side, and such fluctuations
limit the value’s efficiency. In this paper, a novel four-port nozzle-flapper-type servo valve
using a slit structure instead of an orifice plate is proposed. The slit structure maintains
a laminar flow condition, and this provides an opportunity for the minimization of the
noise and pressure fluctuations. The slit structure is fabricated using etching technology.
The flow characteristics of the slit are investigated theoretically and experimentally in
order to evaluate the design specifications and characteristics of the valve. The experi-
mental results indicated that the noise level decreased by approximately 15 dB and could
reduce the pressure fluctuation by 75%, compared with the previous valve. It is felt that
the valve is more effective than many current valves. �DOI: 10.1115/1.2717617�

1 Introduction
Pneumatic servo systems, such as actuators in process automa-

tion systems �1�, or suspensions to isolate vibration �2�, have been
widely used in industry. The main reason for this is that air has
several advantageous properties, namely, compressibility, high
power ratio, and clean energy power transmission, and nonmag-
netism.

Pneumatic servo valves are needed in systems to transmit
power through a gas under pressure and to control the system.
When pressurized air passes through a valve, considerable noise
and pressure fluctuation occur at the downstream side. This is not
favorable for precision pressure control. Therefore, reduction of
noise and pressure fluctuation originating from the valve are re-
quired.

These phenomena have been investigated both analytically and
experimentally �3,4�. In addition, several methods, such as the use
of diffusers �5�, wrapping pipe with sound-damping materials �6�,
changing the plug structure �7�, and the use of silencers �8� have
been developed to reduce noise and pressure fluctuation.

However, with these methods, when the flow rate increases, the
flow might become turbulent. In some cases, sonic flow occurs
even when the pressure ratio is lower than 0.528. Turbulent and
sonic flow can generate considerable noise and shock waves.

In this paper, we have developed a slit structure that can main-
tain a laminar flow. The noise and pressure fluctuation are reduced
by using the structure. A novel nozzle-flapper-type servo valve
using a slit structure is proposed. The slit structure is fabricated
and installed in the valve instead of an orifice. The slit structure is
contained in Sec. 2, and the characteristics of the slit are investi-
gated in Sec. 3. The procedure used to design the valve is de-
scribed in Sec. 4. Finally, the effects of the noise and pressure
fluctuation on the valve are investigated experimentally.

2 Newly Developed Slit Structure
Figure 1 shows a schematic drawing and Fig. 2 shows a 3D

sectional cut view of the developed structure. The slit structure
consists of three elements, an upper disk, a case, and a lower disk.

The upper part of Fig. 1 shows the top view of the lower disk.
The disk consists of a lower surface of the radial slit and an

exhaust port. The lower part of Fig. 1 shows the cross section of
the structure. The upper disk consists of a flow inlet and an upper
surface of the radial slit. The case covers the upper and lower
disk.

The compressed air enters from the center of the upper disk and
is exhausted outward through the radial slits to the port. Etching
technology is used to make very small slits and makes the flow
laminar. The parameters of the fabricated slit structure are listed in
Table 1. Slit structures having three different heights were con-
structed. The gap of the return path is comparatively large com-
pared to that of the slit.

3 Characteristics of the Slit Structure
The flow rate characteristics of the slit structure are investigated

theoretically under the assumptions that the flow is laminar and
passes through the slit under isothermal conditions.

The relationship between the pressure drop dP and the average
flow velocity ū is given by the next equation

Contributed by the Fluids Engineering Division of ASME for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received November 11, 2005; final
manuscript received November 6, 2006. Review conducted by Kenneth Breuer. Fig. 1 Drawing of the slit structure
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dP = −
12�ū

h2 dr �1�

which comes from the Navier-Stokes equation of steady state
laminar flow between parallel plates �9�. In Eq. �1�, � stands for
the viscosity of the air and h is the height of the parallel slit. The
following equation is obtained from the continuity equation:

�ūA��r1
= �ūA��r r1 � r � r2 �2�

where ū, A, and � are the velocity, the cross-sectional area, and
density with respect to radii r1 and r accordingly.

Using the state equation of gases

P = �R� �3�

such that �= P /R� where R and � are the gas constant and average
temperature of air, respectively. Equation �1� now takes the form

ūr =
�ūA��r1

�A��r
=

�ūAP�r1

�AP�r
�4�

The effective area of the slit Ar at radius r is given by the follow-
ing equation:

Ar = h�2�r − 4ls� �5�

where ls indicates the width of the spacer used to maintain the
height. Substituting Eq. �4� into Eq. �1� yields the following equa-
tion:

dP

dr
= −

12��ūAP�r1

h2�AP�r
�6�

The pressure drop in the slit is given as

�P =�
r1

r2

dP �7�

The extra pressure drop �Pi must be considered in the inlet
region �10�. This is evaluated using the following equation:

�Pi = �
�ūr1

2

2
�8�

where � is the friction coefficient, whose value 0.45 was chosen to
approximately match the experimental results. If the flow rate G is
given, the inlet average velocity ūr1

is obtained from the equation

G= ��ūA�r1
. As a result, the total pressure drop �Ptotal is given by

adding the losses in the slit �P and the losses associated with the
inlet region �Pi,

�Ptotal = �P + �Pi �9�
The flow characteristics of the slit were calculated by Eq. �9�
using the parameters listed in Table 1. The supply pressure was set
at 500 kPa, and the volumetric flow rate Q=G /� was obtained by
varying the outlet pressure.

The characteristics were measured experimentally in advance
using the experimental apparatus shown in Fig. 3. The outlet pres-
sure was varied by a restriction downstream of the slit. The pres-
sure and flow rate were measured using a pressure gauge �Nagano
Keiki Co,. LTd., AA10-121� with an uncertainty of 0.5% and a
gas flow meter �Shinagawa corp. DC-2C� with an uncertainty of
2%.

The flow characteristics are shown in Fig. 4. The plotted data
show the experimental results and the solid lines show the results
of calculation. The results clarify that the experimental and calcu-
lated results agree well when the downstream pressure is higher
than 400 kPa. Almost the same results were obtained with the
different supply pressures. Therefore, it became clear that the cal-
culation is effective for designing the slit when the pressure drop
is less than 100 kPa.

4 Newly Developed Servo Valve Using the Slit Struc-
ture

In the pneumatic position and force control systems, nozzle-
flapper-type servo valves are normally used. This is because the
valve has high precision and a quick response due to their simple
construction. A high sensitivity and wide frequency range can be
achieved with the valve.

Pressure control systems with nozzle-flapper elements are gen-
erally approximated to a first order lag system to the input current
assuming an isothermal state change for the air in the load cham-
ber �11,12�.

Table 1 Parameters of the slit structure

d1 �mm� d2 �mm� ls �mm� h ��m�

3 10 1 30, 45, 60

Fig. 2 3D sectional cut view of the developed slit

Fig. 3 Experimental apparatus to measure flow characteristics

Fig. 4 Flow characteristics of the slit structure
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A four-port nozzle-flapper-type servo valve using the newly de-
veloped slit structure was proposed. The slit structure was fabri-
cated and installed in the valve in place of an orifice, as shown in
Fig. 5.

4.1 Design Procedure. The procedure used to determine the
inner diameter, the outer diameter and the height of the slit struc-
ture in developing the servo valve is explained as follows:

First, the valve was designed under the required control pres-
sure Pc and the maximum flow rate G at a supply pressure. The
laminar flow in the slit is maintained. In this regional, the Rey-
nolds number Re

Re =
Glh

�A
� 2300 �10�

where lh is the characteristic length given by

lh � 4
2�r2h

2�2�r2 + h�
� 2h �r2 � h� �11�

Therefore, the following equation is derived from Eqs. �5�, �10�,
and �11�:

2G

��2�r2 − 4ls�
� 2300 �12�

As a result, the outer diameter of the slit d2=2r2 is determined
from Eq. �12�.

The following equation is given by substituting Eq. �5� into Eq.
�6� and transforming Eq. �7�,

�
r1

r2

PdP =�
r1

r2 − 12��ūAP�r1

2h3��r − 2ls�
dr �13�

As a result, the next equation is derived from Eqs. �8�, �9�, and
�13�,

Pc =�Ps
2 −

12�R�aG

h3�
ln�2r2 − 2ls/�

2r1 − 2ls/�
	 + 0.45

G2

8h2��r1 − 2ls�2

�14�

When the maximum flow rate is G=3.45	10−4 kg/s and the
width of the spacer is ls=1.0	10−3 m, the outer diameter of the
slit d2 must be larger than 6.5	10−3 m from Eq. �12� since the
viscosity of air at 293 K is �=18.09	10−6 Pa·s. As a result, the
outer diameter d2=1.0	10−2 m is selected in order to make the
slit small.

When the supply pressure Ps and control pressure Pc are given
as 500 kPa and 450 kPa, respectively, the relationship between the
height h and the inner diameter d1 is shown in Fig. 6. The inner
diameter becomes larger as the height of the slit becomes thinner.
The height h was set to 0.06 mm, and the inner diameter d1 was
set to 3.0 mm, as shown by the dotted line in Fig. 6, in consider-
ation of the difficulty of the fabrication.

Finally, the Reynolds number at the inlet region is calculated in
order to confirm that the flow is maintained as laminar. Based on
a previous study, the velocity is known to decrease in the slit
because the flow channel gradually increases �13�. The Reynolds
number is approximately 1500 at the inlet region. Therefore, it is
confirmed that the flow remains laminar. This slit structure was
used in the new servo valve.

Fig. 5 Structure of four-port nozzle-flapper type servo valve
„top: proposed valve; bottom: ordinal valve…

Fig. 6 Relationship between the height and the inner diameter
of the slit structure

Fig. 7 Developed four-port nozzle-flapper-type servo valve
with a slit structure

Fig. 8 Photograph of the developed four-port nozzle-flapper-
type servo valve „left: overall view; right: bottom side…
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4.2 Developed Nozzle-Flapper-Type Serve Valve. The
newly developed four-port nozzle-flapper-type servo valve is
shown in Fig. 7. The valve has two supply ports, two control
ports, and an exhaust port. The slit structures were installed in-
stead of orifice plates at the supply ports. In the figure, Ps and Pa
denote the supply pressure and atmospheric pressure, respectively.
The armature-flapper is moved by a torque motor consisting of a
coil and vertically arranged magnets. Movement of the flapper
changes the distances between the flapper and the nozzles, which
creates different pressures, Pc1 and Pc2, in the control ports. In the
steady state, the differential pressure, �P= Pc1− Pc2, is propor-
tional to the input current when the control ports are closed.

Figure 8 shows a photograph of the newly developed valve. The
slit structure was installed in the servo valve. The height, width,
and length of the valve are 52 mm, 43 mm, and 43 mm, respec-
tively. The size of the valve is almost the same as a conventional
servo valve.

5 Characteristics of the Servo Valve

5.1 Static Characteristics. The static characteristics of the
servo valve were investigated experimentally. The experiments
were performed at a constant ambient temperature of 293 K and a
supply pressure of 500 kPa.

The experimental apparatus is shown in Fig. 9. The pressure
sensors �TOYODA Co,. Ltd., PMS-5M2-1M�, having a frequency
response of up to 5 kHz with the uncertainty of 0.5% were at-
tached directly to the control ports. The steady-state control pres-
sures of the previous valve and the developed valve, Pc1 and Pc2,
were plotted against input current I, as shown in Figs. 10 and 11.
With both of the control ports closed, the input current was varied
using a sine waveform varying between ±100 mA at 1/120 Hz.

Figure 11 indicates that even if some hysteresis exists, there is

an almost linear relationship between the input current and the
differential pressure. The results are approximately the same as for
a previous servo valve �12�.

5.2 Dynamic Characteristics. The frequency response was
obtained by superimposing a 5 mA swept sinusoidal current on a
biased zero input current and is summarized in the bode diagram
shown in Fig. 12. The inputs were the currents to the valve and the
outputs were the pressures at the control port. From this bode
diagram we can see that the gains descended to 3 dB at approxi-
mately 100 Hz.

The flow rate transfer dynamic characteristics of the slit struc-
ture are considered. Numerous studies have been conducted on
flow rate dynamic characteristics in narrow pipes and thin slits
�10,14�. The dynamic characteristics can be evaluated by a dimen-
sionless quantity called the Womersley number Wn, which pre-
sents the ratio of frequency f to the viscosity � �15�. When Wn
�1, the flow becomes pseudostatic; this means that the dynamic
characteristics of f is treated as the same as the steady flow. With
the slit used in this research for the condition of f =100 Hz and
Pc=500 kPa, we have

Wn = lh�2�f�

�
� 0.16 �14��

This estimation guarantees that the slit structure used in this re-
search has enough response.

The result shown in Fig. 11 is approximately the same as a
conventional nozzle-flapper type servo valve �12�. The response is
dominated by the movement of the flapper.

Fig. 9 Experimental apparatus

Fig. 10 Static characteristics of the previous servo valve

Fig. 11 Static characteristics of the developed servo valve

Fig. 12 Frequency response of the differential pressure mea-
sured at 0 mA dc input superimposed by a ±5 mA sinusoid
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5.3 Noise Level. The noise level of the valve was measured
using the room shown in Fig. 13, according to the Japanese In-
dustrial Standards �JIS� exhaust sound reducing characteristics
�16�. The room is covered with acoustic material in order to main-
tain the background noise level at 30 dB. A condenser microphone
was placed in the room at an angle of 45 deg from the center axis
of the valve. The distance from the valve to the microphone was
1.0 m. The noise level was measured by the microphone, and the
sound spectrum was analyzed with a digital frequency analyzer
settled outside the noise measuring room.

The noise levels of the previous servo valve, which used orifice
plates, and the newly developed valve with the slit structure were
compared. We confirmed in advance that the flow characteristics
of both valves were approximately the same.

The experiment was performed by maintaining the current input
to the valve at 0 mA and varying the supply pressure. The experi-
mental results are shown in Fig. 14. The results indicate that the
noise level decreased approximately 15 dB in the newly devel-
oped valve.

5.4 Pressure Fluctuation. The pressure fluctuation at the
control ports of the previous and newly developed valves was
measured by attaching a chamber to the port. The volume of the
chamber was 1.0	10−4 m3 and the supply pressure was set to
500 kPa. The input to the valve was 0 mA. The average pressure
in the chamber was 455 kPa under this condition. The differential
pressure between the pressure 455 kPa, which was given by a
precision regulator, and the pressure in the chamber was measured
using a differential pressure sensor.

The experimental results are shown in Fig. 15. Pressure fluc-
tuation with an amplitude of 40 Pa was observed in the previous
valve, whereas that of the newly developed valve was only 10 Pa.
The newly developed valve reduced the pressure fluctuation by

75%, as compared with the previous valve. The root mean square
values of the pressure for the previous valve �Prms�prev and the
new valve ��Prms�new were calculated from the data shown in Fig.
15. Then, we obtained 20 log��Prms�new/�Prms�prev�. The value
was −18.4 dB which has high relationship between the results
shown in Fig. 14. We confirmed that the same tendency could be
observed even when the average pressure was changed.

6 Conclusion
This paper proposed a new four-port nozzle-flapper-type servo

valve using slit structures instead of orifice plates. The slit struc-
ture was fabricated using etching technology and the flow charac-
teristics of the slit were investigated both theoretically and experi-
mentally. In addition, the design procedure of the valve was
developed. The valve was then constructed, and its characteristics
were measured. The results indicated that the noise level de-
creased by approximately 15 dB and could reduce the pressure
fluctuation by 75%, compared with the previous valve. The effec-
tiveness of the newly developed valve was thus demonstrated.
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A Quasi-Analytical Method for
Fluid Flow in a Multi-Inlet
Collection Manifold
This paper sets forth a fully validated quasianalytical method for determining the fluid
flow in a multi-inlet collection manifold. The method is based on first principles, which
are the conservation laws for mass and momentum. Although it is necessary to use
numerical means to extract results from the model, the solution task is accomplished by
the use of a spreadsheet, without the need for complex software or large computer assets.
The validation of the method was achieved by comparing the key results with those from
a numerically exact simulation. The comparison included both local results and global
results. For the local results, the accuracy of the model was found to be in the 1% range,
while the global results from the model were accurate to about 4%. The investigated
manifold was a case study drawn from a problem involving thermal management of
electronic equipment, in which an array of coldplates discharged spent air into the
manifold. It was found, from both the quasianalytical method and the numerical simula-
tion, that there is a variation in the per-coldplate flowrate due to axial pressure variations
in the manifold. These pressure variations can be attributed to the streamwise accelera-
tion of the manifold flow due to the accumulation of the flow entering the manifold from
the coldplate array. The utility of the quasianalytical method was further demonstrated
by applying it to a number of other cases. In particular, the method was used to design a
manifold capable of producing a uniform mass flowrate through all of its ports.
�DOI: 10.1115/1.2717620�

1 Introduction
Manifolds are a significant component in a wide variety of

fluid-flow systems. Two types of commonly occurring manifolds
may be identified. One type, the distribution manifold, is a cham-
ber in which there is a single fluid inlet and numerous fluid exits.
The other, the collection manifold, has numerous fluid inlets and a
single fluid exit. In practice, distribution and collection manifolds
are used in tandem. The interconnection between the manifolds is
made by flow passages which extend from the exits of the distri-
bution manifold to the inlets of the collection manifold.

Despite the fact that manifolds have been a significant compo-
nent of fluid-flow systems for at least a century, they continue to
be the subject of continuing research because of their involvement
in devices based on new technologies. In this regard, it is relevant
to examine the recent literature to assess the application areas in
which manifolds play a significant role. Perhaps the most out-
standing new technology in which manifolds have an essential
role is fuel cells �1–4�. The advent of microfabrication techniques
has enabled the creation of microdimension fluid-flow devices that
involve manifolds �5–10�. Chemical assessment, analysis, and re-
action devices frequently make use of fluid–flow manifolds
�11,12�. The most enduring and still most common application of
manifolds is in automotive and other propulsion devices �13–19�.
Manifolds are widely used for flow distribution and collection in
heat exchangers �6,20,21�. Polymer processing equipment may
also incorporate manifolds for distribution of the liquid melt in
dies �22�. This brief review underscores the importance of mani-
folds in contemporary technology and testifies to the need for
continued research.

The performance of manifold systems is usually quantified by
the degree of uniformity of the flowrates in the respective inter-
connecting passages and the overall pressure drop across the sys-
tem. In the manifold design problem, these metrics of perfor-

mance are needed prior to the fabrication and installation of the
manifold system. Owing to the complexity of the patterns of fluid
flow in manifold systems, numerical simulation appears to be an
attractive means of evaluating these metrics. However, experience
has shown �23� that even when a supercomputer is employed for
the numerical work, several days of computer time may be re-
quired to obtain a single solution. A primary cause of the compu-
tational burden is that many manifold problems involve multiple
dimensional scales of flow which must be resolved.

There is therefore ample motivation for the development of
models capable of providing highly accurate results for the per-
formance metrics without the need for the powerful computer as-
sets required for direct numerical simulation. The major goal of
this paper is the development and implementation of such a
model. To establish the accuracy of the model, a complementary
numerical simulation has been performed. The numerical simula-
tion not only serves as a standard for comparison, but it provides
a rich harvest of new results in addition to the performance met-
rics. In particular, the simulation results reveal details of the mani-
fold flow field that appear to not have been previously demon-
strated in the published literature.

The main approach to be used here is to frame the development
of the method in terms of a case study. In addition, a second
application of the method has been set forth in Appendix B and
literature citations to other successful implements are provided.

The method is developed here in connection with the thermal
management of a heat-generating airborne radar system. The
physical situation to be investigated is pictured in Fig. 1. As seen
there, a 20-inlet collection manifold is fed by the discharge of an
array of air-cooled coldplates whose purpose is to absorb the en-
ergy dissipated by electronic equipment. The air coolant is taken
from the surrounding ambient. Each inlet of the collection mani-
fold is mated with a corresponding coldplate. The flow-pressure
drop characteristic of each individual coldplate is identical to the
others and is known from a separate experimental determination
�23�. What is unknown is the rate of fluid flow passing through the
individual coldplates. That flowrate is determined in part by the
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characteristics of the flow within the collection manifold. The
knowledge of the individual flowrates is critical to the proper
design of the thermal management system.

In addition to determining the aforementioned individual flow-
rates, the overall pressure drop experienced by the system, includ-
ing both the coldplates and the collection manifold, will be ob-
tained from the analysis. As mentioned earlier, the model will be
complemented by numerical simulation whose results will be
compared with those of the analysis. In addition, a number of
important features of the flow field within the collection manifold
will be revealed by the numerical results.

2 Quasianalytical Model and its Solution
The model is based on the laws of momentum and mass con-

servation. The basis of the model will now be described. The
starting point of the modeling effort is conveyed by Figs. 2�a� and
2�b�. The first of these figures shows a collection manifold illus-
trating a cluster of fluid-inlet ports. Each inlet port is separated
from its neighbors by a section of the manifold wall. For the
model, Fig. 2�b� shows the inlet ports smeared so as to occupy the
entire length of the side wall. This approximation is intended to
eliminate the discrete nature of the inflow to the multiport collec-
tion manifold and replace it by a continuous inflow. It will be
shown later that this approximation has a negligible effect on the
quality of the results.

The analysis focus on the control volumes is pictured in Figs.
3�a� and 3�b�. In Fig. 3�a�, the control volume is shown in place in
the collection manifold, where the dashed lines indicate the walls
of the collection manifold upstream and downstream of the con-
trol volume. This control volume is used for the application of the
conservation of the mass principle. In deference to industry stan-
dards, the conservation principle will be applied to the volumetric
flowrate Q with the understanding that the density is assumed to
be constant. The extension of the analysis to variable density flu-
ids is straightforward.

As seen in Fig. 3�a�, the air enters the control volume at a
volumetric flowrate Q�x� and leaves at a rate Q�x+dx�. In addi-
tion, air enters through the lateral surface of the control volume at
a rate dQcoldplate, where the subscript coldplate denotes the inflow
of fluid from the coldplates. The mass balance on the control
volume for steady-state conditions is

Q�x� + dQcoldplate = Q�x + dx� �1�

The quantity �Q�x+dx�−Q�x�� is equal to �dQ /dx�dx, so that

dQ

dx
dx = dQcoldplate �2�

For the application of the momentum conservation principle, it
is convenient to use the diagram of Fig. 3�b�. The leftmost portion
of Fig. 3�b� depicts the flow of momentum through the control
volume while the rightmost portion shows a side view of the
control volume with the pressure forces indicated. For the steady
state, the balance between the x direction forces and the change of
x momentum yields, in terms of the notation of the figure,

�p�x� − p�x + dx��A = ��QU�x+dx − ��QU�x �3�
Note that the friction pressure drop has been omitted from this
equation. It has been demonstrated in �24� that in an accelerating
flow such as that which occurs in the present collection manifold,
the acceleration-based pressure drop totally dominates the
friction-based pressure drop. This assertion will be verified by an
a posteriori numerical comparison of the two pressure drops.
Since U=Q /A, this equation becomes

−
dp

dx
=

�

A2

dQ2

dx
�4�

or

d

dx
�pamb − p�x�� =

�

A2

dQ2

dx
�5�

in which the quantity pamb denotes the pressure in the ambient
from which the air is drawn. The pressure difference �pamb
− p�x�� is responsible for drawing air from the ambient through the
coldplate system and into the multiport collection manifold.

A formal integration of Eq. �5� yields

pamb − p�x� =
�

A2Q2 + Const �6�

The constant of integration can be evaluated by making use of the
condition that at x=0 �the upstream end of the collection mani-
fold�, Q=0 and p�x�= p�0�, so that

pamb − p�x� =
�

A2Q2 + �pamb − p�0�� �7�

Fig. 2 A typical section of the multiport collection manifold.
„a… Actual configuration with discrete openings and „b… quasi-
analytical model with totally open inlet face.

Fig. 1 Pictorial diagram of the collection manifold
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To eliminate the pressure difference �pamb− p�x��, reference is
made to the experiments �23� described in the Appendix. In those
experiments, the pressure drop across a representative coldplate
was measured. The measured pressure drops were well correlated
as a function of the volumetric flowrate of the coldplate by

pamb − p�x� = C�Qcoldplate�n �8�

where C and n are constants to be stated later when numerical
results are presented, and Qcoldplate is the volumetric flow per cold-
plate. The combination of Eqs. �7� and �8� leads to

Qcoldplate = �1/C�1/n� �

A2Q2 + �pamb − p�0���1/n

�9�

The quantity Qcoldplate is actually delivered to an opening such
as one of those depicted in Fig. 2�a�. The area through which this
delivery is made is �L1�b�. For the present model, it has been
assumed that the flowrate Qcoldplate is smeared across the area
�L1� �a+b�� that is depicted in Figs. 2�a� and 2�b�. Therefore, for
the present model, the volumetric flowrate per unit length
�dQcoldplate /dx� entering the manifold through a smeared inlet is

dQcoldplate

dx
=

Qcoldplate

a + b
�10�

The combination of this equation with the mass conservation
equation, Eq. �2�, yields

Qcoldplate =
dQ

dx
�a + b� �11�

Finally, the elimination of Qcoldplate between Eqs. �9� and �11�
leads to

dQ

dx
=

�1/C�1/n

�a + b� � �

A2Q2 + �pamb − p�0���1/n

�12�

This is a first-order, nonlinear, ordinary differential equation for
Q�x�. As a prerequisite for a solution, one boundary condition is
required. That boundary condition is that the flowrate at the down-
stream end of the collection manifold be equal to a prescribed
total flowrate Qtotal or, formally,

Q = Qtotal at x = 20 � �a + b� �13�

This boundary condition cannot be implemented directly because
Eq. �12� already contains an unknown constant p�0�. In view of
this, the solution strategy was to guess a value of p�0� and inte-
grate from x=0 to x=20� �a+b�. If the resulting value of Q at
x=20� �a+b� is not equal to the given value Qtotal, another guess
is made for p�0�, and the procedure is repeated. By using this
strategy, a number of solutions were obtained for parametric val-
ues of �pamb− p�0��. These solutions will be displayed later, after
the numerical simulation is formulated and solutions are obtained
from it.

3 Numerical Simulation and its Solution
A second approach to solving the problem in question is to use

direct numerical simulation. The physical situation is once again
conveyed by Fig. 1. In contrast to the foregoing model, no sim-
plifying assumptions are made in the numerical simulation. In
particular, the discrete inlets are treated as such.

The numerical simulation is based on the three-dimensional
Reynolds-Averaged-Navier-Stokes �RANS� equations for turbu-
lent flow, which are

x direction:

��u
�u

�x
+ v

�u

�y
+ w

�u

�z
� = −

�p

�z
+

�

�x
��eff

�u

�x
� +

�

�y
��eff

�u

�y
�

+
�

�z
��eff

�u

�z
� �14�

y direction:

��u
�v
�x

+ v
�v
�y

+ w
�v
�z
� = −

�p

�y
+

�

�x
��eff

�v
�x
� +

�

�y
��eff

�v
�y
�

+
�

�z
��eff

�v
�z
� �15�

z direction:

��u
�w

�x
+ v

�w

�y
+ w

�w

�z
� = −

�p

�z
+

�

�x
��eff

�w

�x
� +

�

�y
��eff

�w

�y
�

+
�

�z
��eff

�w

�z
� �16�

In these equations, the velocity components, u, v, and w, re-
spectively, correspond to the Cartesian coordinates, x ,y, and z.
The fluid properties � and � are regarded as constants, and the
effective viscosity, �eff, is defined as

�eff = � + �t �17�

In order to proceed, it is necessary to select a turbulence model.
On the basis of the authors’ prior experience with turbulent flows,
the renormalization group �RNG� k-� model is believed to be
appropriate for the nature of the flow under consideration, and this
was the model adopted.

The accuracy of a numerical simulation depends critically on
the solution domain chosen, which is the physical space in which
the numerical calculations are performed. It is necessary to place
the boundaries of the solution domain at locations where defini-
tive information about either the velocity or the pressure is avail-
able. In particular, in the problem under consideration, the down-
stream boundary of the domain must be displaced beyond the 20th
inlet in order to enable a proper closure to be imposed. For this
reason, the boundary was positioned downstream of the 20th inlet
by a distance 3.5 times the modular length �a+b�. At that bound-
ary, the total volumetric flowrate, Qtotal, was specified.

Fig. 3 „a… Mass conservation and „b… momentum conservation for the control
volume of the quasianalytical model
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At all the solid boundaries internal to the manifold, the velocity
components were set equal to zero. At each of the inlets, special
care had to be taken because the individual flowrates at the re-
spective inlets were not known a priori. The method adopted was
to define a flow resistance, R, in accordance with the definition,

Vinlet =
Qcoldplate

Ainlet
	

�pamb − p�x��1/n

R
�18�

The resistance may be evaluated by the use of Eq. �8�, which
gives

R = AinletC
1/n �19�

3.1 Computational Grid. The numerical computations were
performed with FLUENT/ICEPAK software. To establish the ac-
curacy of the solutions, a mesh-independence study was per-
formed. To best utilize the available nodal capacity of the com-
puter resources, a plane of symmetry halfway between the top and
bottom walls of the manifold was recognized. For the mesh-
independence study, separate solutions were run with 350,000
nodes and 600,000 nodes. A comparison of the results from these
solutions indicated agreement to better than 1%. In addition to the
use of a very fine grid as witnessed by a large number of nodes,
the deployment of the nodes was carefully allocated. In particular,
nodes were concentrated at the inlets in the wall of the manifold in
order to permit the flow to turn and enter the mainflow without
unnatural impediment.

An illustration of the deployment of the mesh is presented in
Fig. 4. This figure shows the grid as it would be viewed by an
observer looking head-on at the duct sidewall that contains the
inlet ports. The upper boundary of the diagram is the top wall of
the manifold while the lower boundary is the symmetry plane. Of
special relevance is the periodic pattern of grid deployment that is
based on the need for a finer grid at those locations that are im-
mediately adjacent to the respective inlet ports. Also noteworthy is
the finer grid adjacent to the upper and left-hand boundaries of the
display. This grid refinement reflects the fact that those boundaries
are walls. Grid refinement is also evident at the lower boundary;
however, refinement is truly not necessary there because the lower
boundary is a symmetry plane. The software itself is responsible
for that refinement.

As a further measure of the accuracy of the numerical results, it
is noteworthy that all of the residuals, which are metrics of con-
vergence of the numerical calculations, were 10−6 or smaller.

4 Results and Discussion

4.1 Overall Pressure Drop. From the standpoint of design, a
quantity of major practical importance is the overall pressure drop
between the inlets of the coldplates and the downstream end of the
collection manifold. These results are presented in Fig. 5. In that
figure, the results from the solution are plotted as a solid line,

while those from the numerical simulation are represented as dis-
crete data points. The results correspond to the case-study condi-
tions:

�a� a=0.4 in. �cm�, b=0.16 in. �cm�
�b� L1=L2=1.75 in. �cm�
�c� C=6.754�10−6, units consistent with �pamb− p�x�� in Pa

and Q in m3/min, Eq. �8�
�d� n=1.62, Eq. �8�
�e� Air properties at STP

Inspection of Fig. 5 reveals a remarkable level of agreement
between the results from the quasianalytical and simulation solu-
tions, the average deviation being 4.3%. This finding establishes
the validity of the quasianalytical model as a competent tool for
prediction of accurate results for technically important quantities
such as the overall pressure drop. This outcome enables the
method, with its great ease of application, to be used instead of the
more demanding numerical simulation.

4.2 Per-Inlet Volumetric Flowrates. A much more demand-
ing test of the quasianalytical model is its ability to predict the
volumetric flowrates entering the manifold through the respective
inlets. A bar graph, Fig. 6, has been prepared to assess the quality
of the per-inlet predicted results, with the numerical solutions
used as a standard. In the figure, the per-inlet volumetric flowrate
is plotted as a function of the inlet number, with inlet number 1
being the most upstream. At each of the inlets, there are two bars,
respectively, corresponding to the predictions of the quasianalyti-
cal solution �black bar� and the numerical simulation �gray bar�.
The results conveyed in Fig. 6 are for the highest investigated
flowrate, 1.35 m3/min. This flowrate was chosen for the display
of the result because it is expected to be the most demanding test
of the quasianalytical model and because it is believed to induce
the largest end-to-end nonuniformities in the per-inlet flowrates.

An overview of Fig. 6 reveals outstanding agreement between
the results corresponding to the two solution methods, with an
average deviation of 1.1%. This remarkable agreement provides
further reinforcement of the conclusion that is drawn from Fig. 5.
Taken together, the comparisons shown in these figures give con-

Fig. 4 Details of the mesh at the vertical sidewall in which the
inlet ports are situated

Fig. 5 Overall pressure drop predictions from the quasiana-
lytical and numerical simulation models

582 / Vol. 129, MAY 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



clusive evidence of the capability of the quasianalytical method to
provide results whose accuracy is well within that required for
engineering application.

The remarkable agreement between the results also validates
the neglect of frictional effects in the quasianalytical model. In
this regard, it may be noted that the numerical simulation includes
frictional effects.

Figure 6 also provides other results that are significant for en-
gineering design. The ideal performance of the system consisting
of the coldplates and the collection manifold is a per-coldplate
flowrate that is the same for all coldplates. Since the per-coldplate
flowrate is identical to the per-inlet flowrate, Fig. 6 can be used to
assess the deviations from the ideal. For the quasianalytical
model, the standard deviation of the predicted per-coldplate flow-
rate from a strictly uniform flowrate is 5%. The corresponding
standard deviation for the results of the numerical simulation is
6%. Any deviation from strict uniformity can give rise to thermal
nonuniformities among the individual coldplates. However, it is
believed that the aforementioned nonuniformities in the rate of
fluid flow are tolerable.

Another interesting finding from both of the solutions is the fact
that the per-inlet flowrate increases toward the downstream end of
the collection manifold. This behavior is due to the acceleration-
based pressure decrease in the streamwise direction. This decrease
gives rise to an increase in the pressure difference �pamb− p�x��,
which is the driving force for fluid flow through the individual
coldplates.

4.3 Other Applications of the Present Method. The satis-
factory accuracy of the results provided by the quasianalytical
method identified in the preceding section is by no means an
isolated finding. In that regard, it is relevant to cite two other
fluid-flow applications where the method has been employed with
equally good outcomes. One of these applications is related to the
utilization of solar energy, and the other is concerned with the
design of fabric ducts.

The solar-energy application was motivated by the desire to
utilize the energy trapped in solar-heated attic spaces. The utiliza-
tion scheme was implemented by the placement of an air-to-water
heat exchanger in the attic space. The function of the exchanger is
to heat water for either domestic or swimming-pool service. To
fulfill this function, it is necessary for hot air to be collected
uniformly from the entire attic space and delivered to the heat
exchanger. The air collection and delivery functions are performed
by a single permeable-walled duct.

To accomplish the uniform collection of air from the attic, it
was necessary for the permeability of the duct wall to vary in a
very specific manner along its length. The quasianalytical method
set forth in this paper was employed to determine the permeability

distribution. A duct with that permeability distribution was con-
structed and subsequently evaluated experimentally. To verify the
predictions of the model, the static pressure was measured at 50
axial locations along the 7.62 m length of the duct. The compari-
son of the data with the predictions is presented in Fig. 6 of �24�,
where excellent agreement prevails. The quality of the comparison
is especially important because it is based on a local quantity
rather than on an overall or average quantity.

Fabric ducts are gaining increasing acceptance because they
provide spatially continuous ventilation at very moderate sound
levels. From the standpoint of design, a fabric duct can be con-
sidered as a distribution manifold with a very large number of exit
apertures.

For the proper design of fabric duct systems, it is necessary to
know the inlet pressure that is required to maintain the duct in the
fully inflated state from end to end. A predictive theory was de-
veloped based on the model in this paper to enable the inlet pres-
sure to be calculated. Well over 100 fabric duct systems have been
designed on this basis, and all have functioned in accordance with
the predicted pressure specification.

4.4 Patterns of Fluid Flow. Insights into the patterns of fluid
flow within the collection manifold are provided by examination
of vector diagrams extracted from the numerical simulations. An
illustration of the information conveyed by such diagrams is pro-
vided by Fig. 7 which corresponds to the flowrate of
1.35 m3/min. That diagram reveals the flow pattern in the sym-
metry plane as viewed from above. The most remarkable feature
seen in this figure is the jet-like structures issued from individual
inlets. These jets experience strong interactions with the axial
stream created by the confluence of the individual jets. These
interactions are most evident near the downstream end of the
manifold. In that zone, the axial stream is so strong that it is able
to bend the jets. On the other hand, the axial stream is prohibited
by the incoming jets from penetrating too close to the inlet-
containing wall.

Of particular note in Fig. 7 is the seemingly anomalous behav-
ior of the first of the jets. That jet exhibits considerable curvature
despite the fact that the axial stream has not yet developed. To
investigate this behavior, the flow pattern at the upstream end of
the manifold is magnified and displayed in Fig. 8. It can be seen
from the figure that there is a unique recirculation zone that is
situated just upstream of the first inlet. That recirculation zone
displaces the jet passing through the first inlet and is thereby re-
sponsible for the curvature of the jet. None of the succeeding jets
is subjected to such a recirculation zone.

Fig. 6 Per-inlet volumetric flowrates for the quasianalytical
model and the numerical simulation Fig. 7 Vector diagram of the pattern of fluid flow extracted

from the numerical simulation corresponding to a total volu-
metric flowrate of 1.35 m3/min
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5 Concluding Remarks

The goal of this work was to establish the efficacy of a quasi-
analytical method for predicting fluid-flow results in complex sys-
tems such as a multi-inlet manifold. In addition, as demonstrated
in Appendix B, the method can be used as a design tool.

The method is based on first principles, which are the laws of
momentum and mass conservation. The attainment of results re-
quires the solution of a first-order, nonlinear, ordinary differential
equation. In some cases, it may be necessary to use numerical
means to actually solve that equation. In that case, the solution
task is accomplished by the use of a spreadsheet, without the need
for complex software or large computer assets. This is in contrast
to the substantial resources required for the implementation of the
numerical simulation method, which was used here to validate the
results based on the quasianalytical model.

Two types of results from the quasianalytical model are com-
pared with corresponding results from the numerical simulation.
The first quantity to be compared is the overall system pressure
drop. For this quantity, the average deviation of the predicted
results from those of the simulation is 4.3%. A much more de-
manding test of the quasianalytical model is the prediction of the
per-inlet flowrates, which may be regarded as a local result. The
deviation of the quasianalytical predictions, averaged over all 20
inlets of the manifold, was found to be only 1.1% relative to those
of the numerical simulation. The collective conclusion drawn
from these comparisons is that the quasianalytical model is ca-
pable of providing results of practical relevance at levels of accu-
racy that are well within those needed for engineering design.

The per-coldplate flowrates �which are identical to the per-inlet
flowrates� were found to increase moderately in the streamwise
direction. This increase can be attributed to the acceleration-based
pressure drop caused by the continuous inflow of fluid from the
coldplates to the manifold.

The inflows from the coldplates to the manifold give rise to a
succession of jets arranged along the inlet wall of the manifold. In
general, the jets situated in the downstream region of the manifold
are deflected in the streamwise direction by the ever-increasing
axial flow. The jet at the upstream-most inlet also experiences
streamwise deflection that, however, is caused by a strong recir-
culation zone rather than by the axial flow.

On the basis of the case study presented in this paper, plus the
cited references in Sec. 4.3 and the analysis set forth in Appendix
B, it may be concluded that the quasianalytical method of this
paper has merit both as a predictive and design tool.
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Appendix A
An experimental apparatus was fabricated �23� to facilitate the

measurement of the pressure drop across a representative cold-
plate as a function of the volumetric flowrate. A schematic dia-
gram of the test setup is shown schematically in Fig. 9. The ap-
paratus is operated in the suction mode to properly simulate the
physical situation treated in the paper proper and displayed in Fig.
1.

Air from the temperature-controlled laboratory is drawn into
the inlet cross section of the coldplate. From the inlet, the air
flows successively through a distribution manifold, an array of
parallel channels, and a collection manifold, all of which consti-
tute the coldplate. The air exiting the coldplate discharges as a jet
into a very large airtight plenum chamber, where its velocity is
reduced to virtually zero without material pressure recovery. The
chamber is equipped with three taps to measure the static pres-
sure. At the downstream end of the chamber, the extracted air
passes successively through a calibrated rotameter and a centrifu-
gal blower, and is then discharged into the laboratory.

Pressure drop data were collected for a number of preselected
values of the volumetric flowrate. The measured pressure drop
was read as the difference between the ambient and plenum pres-
sures. This pressure difference includes the acceleration-based
pressure drop between the ambient and the coldplate inlet and the
pressure drop across the coldplate proper. Note that in the absence
of pressure recovery in the plenum, the measured pressure differ-
ence is equal to the static pressure drop between the ambient and
the exit cross section of the coldplate. This ambient to plenum
pressure drop was measured by means of a micromanometer ca-
pable of resolving 0.001 in. of the water column.

The data and the least-squares correlation are displayed in Fig.
10 on log-log coordinates. The correlating line is seen to be an
excellent representation of the data.

Appendix B: Another Application of the Quasianalytical
Method

To illustrate the versatility of the quasianalytical method de-
scribed in the main body of the paper, this method will be used
here to determine a means for achieving the same flowrate
through all the coldplates that comprise the system pictured in
Fig. 1. In the original analysis of this system described in the
paper, the exit cross-sectional area Acp,e of each coldplate was
equal to the cross-sectional area of the corresponding inlet port
Aport in the manifold. Furthermore, all the coldplates had the same
exit cross-sectional area. For the study to be performed in this
appendix, the uniformity of the coldplate exit areas will be re-
tained, but the inlet port cross-sectional areas will be allowed to
vary to enable the per-port inflow to be uniform.

Fig. 8 Magnification of the flow pattern at the upstream end of
the manifold

Fig. 9 Schematic of coldplate experiment
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To begin the analysis, it is useful to introduce some additional
nomenclature. Let pcp,e denote the pressure at the exit of a cold-
plate and pport denote the pressure immediately downstream of the
corresponding inlet port. Then,

pamb − pport = �pamb − pcp,e� + �pcp,e − pport� �B1�

The first term on the right-hand side of this equation is equal to

C�Qcoldplate�n �B2�

that follows from Eq. �6�. For the second term on the right-hand
side in Eq. �B1�, a model based on the well-established orifice-
flow equation is used. That model is expressed by

Qcoldplate = CDAcp,e
2�pcp,e − pport�
��� − 1�

�B3�

where CD is a discharge coefficient and � is

� = �Acp,e/Aport�2 �B4�
The right-hand side of Eq. �B1� can be evaluated using Eqs.

�B2� and �B3�, with the result

pamb − pport = C�Qcoldplate�n +
��� − 1�

2
�Qcoldplate

CDAcp,e
�2

�B5�

Then, in accord with the model used in the paper proper, pport is
equated to p�x�. After this substitution, differentiation of Eq. �B5�
yields

dp

dx
− �Qcoldplate

CD
�2 �

Aport
3

dAport

dx
�B6�

where note has been taken that dQcoldplate /dx=0.
Another equation for dp /dx is provided by Eq. �4�. When

dp /dx is eliminated from Eqs. �4� and �B6�, there follows

−
1

A2

dQ2

dx
= �Qcoldplate

CD
�2 1

Aport
3

dAport

dx
�B7�

In this equation, A is the constant cross-sectional area of the col-
lection manifold, and Q is the volumetric flow passing through the
manifold at an axial station x. Furthermore,

Q�x� = �x/L�Qtotal �B8�

and

Qtotal = NQcoldplate �B9�

where N is the number of coldplates, and L is the axial length of
the manifold.

After substitution of Eqs. �B8� and �B9� into Eq. �B7�, there is

−
dAport

Aport
3 = �CDN

AL
�2

d�x2� �B10�

Integration of this equation and subsequent application of the
boundary condition that Aport=Aport,0 at x=0 leads to

1

2
� A

Aport
�2

=
1

2
� A

Aport,0
�2

+ �CDN�� x

L
�2

�B11�

This equation indicates that the attainment of a uniform per-
coldplate flowrate requires that Aport decreases along the length of
the collection manifold.
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LES Simulation of Backflow
Vortex Structure at the Inlet of an
Inducer
Turbopump inducers often have swirling backflow under a wide range of flow rates
because they are designed with a certain angle of attack even at the design point in order
to attain high cavitation performance. When the flow rate is decreased, the backflow
region extends upstream and may cause various problems by interacting with upstream
elements. It is also known that the backflow vortex structure occurs in the shear layer
between the main flow and the swirling backflow. Experimental studies on the backflow
from an inducer have given us insight into the characteristics of backflow vortex struc-
ture, but the limited information has not lead to the complete understanding of the
phenomena. Numerical studies based on Reynolds-averaged Navier-Stokes (RANS) com-
putations usually deteriorate when the flow field of interest involves large-scale separa-
tions, as shown by a previous study by Tsujimoto et al. (2005). On the other hand, the
numerical approach using the Large Eddy Simulation (LES) technique has the potential
to predict unsteady flows and/or flow fields that include regions of large-scale separation
much more accurately than RANS computations does in general. The present paper
describes the application of the LES code developed by one of the authors (Kato) to
further understand the backflow vortex structure at the inlet of an inducer. First, the
internal flow of the inducer was simulated, as a way to evaluate the validity of the
proposed method, under a wide range of inlet flow coefficients. The static pressure pe-
formance and the length of the backflow region was compared with measured values, and
good agreement was obtained. Second, using the validated LES code, the fundamental
characteristics of the backflow vortex was investigated in detail. It was found that the
backflow vortices are formed in a circumferentially twisted manner at the boundary
between the swirling backflow and the straight inlet flow. Also, the backflow vortices
rotate in the same direction as the inducer, but with half of the circumferential flow
velocity in the backflow region. Another finding was that the backflow region expands
toward the center of the flow field and the number of vortices decrease, as the flow
coefficient decreases. To the best of our knowledge, this is the first computation of the
backflow at the inducer inlet to achieve quantitative agreement with measured results,
and give new findings to the complicated three-dimensional structure of the backflow,
which was very limited under experimental studies. �DOI: 10.1115/1.2717613�

Keywords: inducer, CFD, large eddy simulation, swirling backflow, vortex

Introduction
Applying an inducer for a rocket turbopump operating at high

rotational speeds and low NPSH is a common method to prevent
head drop of the main pump impeller at cavitating conditions.
Although the inducer is a simple helical shaped axial pump, com-
plex internal flow occurs because of its relatively long chord
length. For this reason, many interesting phenomena occur at
cavitating and noncavitating conditions. It is well known that
backflow takes place at the outer region close to the inducer blade
at low flow coefficients, similar to other turbopumps, creating
vortices and shaft vibrations. Inducers often have swirling back-
flow under a wide range of flow rates because they are designed
with a certain angle of attack even at the design point in order to
attain high cavitation performance. Chebayevsky and Petrov �1�
have shown that backflow occurs below about a half of incidence
free flow rate.

Experimental studies on the backflow from an inducer have
given us insight into the characteristics of backflow vortex struc-
tures �Tsujimoto et al. �2–4��. Backflow from the inducer has a

swirl velocity of about 20–30% of the inducer tip velocity and a
backflow vortex structure is formed at the boundary between
swirling backflow and straight main flow, as illustrated in Fig. 1.
The pressure at the core of a backflow vortex is lower than the
ambient pressure due to the centrifugal force on the vortical flow
which results in cavitation if the core pressure becomes lower than
the vapor pressure. This is called backflow vortex cavitation. In
addition to blade surface and backflow vortex cavitations, tip leak-
age cavitation occurs for inducers with tip clearance. With these
types of cavitation, the flow in an inducer presents a very compli-
cated three-dimensional structure. Since experimental results give
limited information, numerical simulation plays an important role
to further understand such complicated flow phenomena.

Although the internal flow of an inducer is essentially unsteady,
the steady Reynolds-averaged Navier-Stokes �RANS� equations
were used as the governing equations in recent studies �Hosangadi
et al. �5�, Dorney et al. �6�, and Kimura et al. �7��. However,
because the RANS equations are in terms of time averages, RANS
computations has inherent limitations in predicting the unsteady
nature of a flow field. Solutions from the RANS equations usually
deteriorate when the flow field of interest involves the large-scale
separations that are often encountered in internal flows in turbo-
machinery particularly at off-design points. Such limitations were
experienced by Tsujimoto et al. �4�, in which the backflow vortex
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structure appeared at the early stage of their computations, but
eventually died away. As a result, previous studies using RANS-
based computations have discussed the backflow region, but none
have shown quantitative agreement with experimental results.
Further, none have reached the point of discussing details of the
backflow vortex structure. On the other hand, large-eddy simula-
tion �LES�, in which turbulent eddies of a scale larger than the
computational grid are directly computed, has the potential to pre-
dict unsteady flows and/or flow fields that include regions of
large-scale separation much more accurately than RANS-based
computation does in general. Results obtained by LES computa-
tions should reproduce numerous features of the backflow vortex
at the inlet of the inducer.

In the present paper, the backflow vortex structure at the inlet of
an inducer is studied by using the LES technique. Kato et al. �8,9�
have recently developed a simulation code based on the LES tech-
nique incorporated with a multi-frame-of-reference dynamic over-
set grid approach to take full account of unsteady internal flows of
a mixed-flow pump. The present paper describes the application
of this code to further understand the backflow vortices at the inlet
of an inducer. First, the internal flow of the inducer will be simu-
lated, as a way to evaluate the validity of the proposed method,
under a wide range of inlet flow coefficients. The static pressure
peformance and the length of the backflow region will be com-
pared with measured values. Second, using the verified LES code,
the fundamental characteristics of the backflow vortex will be
investigated in detail. The simulated results are expected to give
clear understanding of the complicated three-dimensional struc-
ture, which was very limited with experimental studies.

In what follows, first, the configuration of the test inducer is
given. Second, the governing equations of the flowfield and the
numerical method, including the finite element formulations, com-
putational mesh, and boundary conditions will be explained.
Third, the computed head-flow characteristics will be compared
with experimental results. Finally, the backflow vortex structure
will be discussed, together with numerically and experimentally
obtained results of propagation velocity, number of vortices, and
radial position of vortices.

Configuration of Test Inducer
The geometry of the test inducer is shown in Fig. 2. The basic

design of the inducer is similar to the one used in a rocket engine
liquid oxygen turbopump. It has three helical blades with 95.5 deg
sweep back leading edge and a tip diameter of 149.8 mm. The
inlet blade angle is 7.5 deg and the discharge blade angle is
9.0 deg at the tip. The design flow coefficient is 0.078, as shown
in Table 1.

Numerical Method

Governing Equations. Most current computational methods
for flow simulations of turbomachinery use the Reynolds averaged
Navier-Stokes �RANS� equations as the governing equations.
RANS-based computations have inherent limitations in predicting

the unsteady nature of the flow fields as well as predicting large
scale separations which often occur at off-design points. The pro-
posed method therefore uses the LES technique which directly
computes turbulent eddies larger than the grid size while the ef-
fects of smaller eddies are modeled. The governing equations used
in the present study are the spatially-filtered Navier-Stokes equa-
tions represented in the Cartesian coordinates.

The effects of those eddies that are not resolved by the grid
�subgrid scale eddies� are modeled by the following equations:

�SGS = �CS��2�2S̄ijS̄ij�0.5 �1�

S̄ij =
1

2
� �ūi

�xj
+

�ūj

�xi
� �2�

Here, �SGS is the subgrid scale kinematic viscosity and Sij is the
strain rate tensor. The value of model coefficient CS is fixed to
0.15 �Standard Smagorinsky Model, SSM �10��, which is a stan-
dard value for flows with large separation. The grid-filter size � is
computed as the cubic root of the volume of each finite element.
The value of �SGS is modified near the wall by multiplying the
grid-filter � with the following Van-Driest wall-damping function
f:

f = 1 − exp�−
y+

A+� �3�

Finite Element Formulations. A streamline-upwind formula-
tion �11� is used to discretize the governing equations of the flow
field. This formulation is based on the explicit Euler’s method, but
shifts the spatial residuals of the governing equations in the up-
stream direction of the local flow. The magnitude of this shift is
one half of the time increment multiplied by the magnitude of the
local flow velocity. This shift exactly cancels out the negative
numerical dissipation that is otherwise the result of applying Eu-
ler’s method, and guarantees stability and the accuracy of solu-

Table 1 Design parameters of the test inducer

Number of blades 3
Tip diameter �Dt� 149.8 mm
Inlet tip blade angle 7.5 deg
Outlet tip blade angle 9.0 deg
Tip solidity 1.91
Tip gap 0.50 mm
Design flow coefficient 0.078

Fig. 1 Schematic of backflow vortex

Fig. 2 Inducer geometry
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tions. The proposed formulation essentially possesses second-
order accuracy in terms of both time and space, and has been
successfully applied to the LES of internal flows �11�.

Computational Mesh and Boundary Conditions. The com-
putational model used in this study consists of three sets of
meshes each of which is dedicated to the inlet, the test inducer,
and the outlet as shown in Fig. 3. The number of grid points is
approximately 430,000 for the inlet, 2,000,000 for the inducer,
and 50,000 for the outlet, which totals to about 2,480,000 grid
points �Fig. 4�. The grid points for the inlet mesh are relatively
large because the backflow vortices must be resolved.

The boundary conditions were given as follows. At the up-
stream boundary of the inducer, a uniform velocity distribution
was given. No prerotation was given, and the inlet boundary layer
was not considered in the present study. At the downstream
boundary of the discharge mesh, which is located 1000 mm
downstream of the inducer exit, the fluid traction was assumed
zero in all three directions. On the solid walls, a no-slip boundary
condition was prescribed with the Van-Driest damping function.
Note that the wall is moving in the negative direction in the rota-
tional frame of reference on the casing liner of the inducer mesh.
Thus the wall is at rest when it is viewed from the stationary
frame of reference. The grid resolution near the wall surface was
not necessarily fine enough for full credit to be given to the use of
the no-slip wall boundary condition. However, since no reliable
stress wall boundary conditions that can be applied to complex
turbulent flows have been proposed for LES, the no-slip wall con-
dition was used in the present study. The minimum grid size was
approximately 5 in wall units, in the wall normal direction.

The time increment of the computation was set such that 20,000
time steps corresponded to one revolution of the inducer. Starting
from an initial flow field where all the velocity components and
the static pressure were set to zero, the flow field in the inducer
developed within about 40–50 revolutions of the inducer and

reached a statistical equilibrium state thereafter. The establishment
of the equilibrium flow state was judged from fluctuations in ve-
locity and static pressure at four representative points and those in
the static and total heads of the pump. The total pump head was
calculated by averaging the flow field.

Computed Head-Flow Characteristics
Static pressure head of the inducer was evaluated as the differ-

ence of the static pressure measured at upstream and exit of the
inducer. The pressure head was computed from the average of 5
inducer revolutions after the flow field developed. The computa-
tional time required for the flow field to develop was 50 revolu-
tions for �=0.05 and 0.06, 45 revolutions for �=0.07, and 42
revolutions for �=0.078.

Figure 5 is the comparison of head-flow characteristics. The
experimental results were obtained from water tunnel experiments
carried out by Tsujimoto et al. at N=4000 rpm �2�. We can con-
firm that the computed pump heads agree fairly well with the
measured values. We should also note that an inflexion point ex-
ists around �=0.07 in the measured values. According to mea-
surements using tufts and bubble tracers, at �=0.07, the rotating
backflow region reaches upstream to the pressure transducer that
measures the inlet pressure, and extends further upstream as the
flow coefficient decreases. Thus, the inlet pressure is measured

Fig. 3 Computational region

Fig. 4 Computational mesh

Fig. 5 Static pressure performance

Fig. 6 Axial location of upstream edge of backflow
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higher than expected due to the flow rotation, which in result
gives a lower pressure coefficient in the measurements. Such re-
sults indicate that an accurate prediction of the backflow region is
the key to obtain good agreement at low flow coefficients.

Backflow Region
Based on the visualization of computational results, the up-

stream edge locations of the backflow region were measured and
compared with experimental results, as shown in Fig. 6. The ex-
perimental results were obtained from water tunnel experiments
carried out by Yokota et al. at �=0.05 and N=3000 rpm �3�. Here,
the origin �z=0� is at the inducer leading edge on the hub. The
upstream edges of the backflow region of both results show good
agreement, with backflow appearing at design flow coefficient and
gradually increasing its length with the decrease of flow coeffi-
cient. Previous studies using RANS-based computations have dis-
cussed the backflow region, but none have achieved quantitative
agreement with experimental results. Results obtained by LES
computations agree well with experiments, reproducing measured
backflow vortex lengths. It is apparent that unsteady flows that

include regions of large-scale separation can be predicted accu-
rately by using the LES technique, verifying our numerical ap-
proach.

Backflow Vortex Structure
An example of the backflow vortex obtained from our LES-

based computation is shown in Fig. 7. Here, pressure contours and
velocity vectors in an r-� cross section at z /Dt=−0.50 for �
=0.06 is shown. The lower left hand figure might show that the
vortex center is slightly shifted towards the center of the cross
section compared to the pressure minimum, but the use of abso-
lute velocity vectors is misleading because the vortices are actu-
ally moving. On the contrary, the lower right hand figure used
relative velocity vector to the vortex core, showing that a pressure
minimum exists at the vortex center. Further discussions on back-
flow vortex will be based on the understanding that a vortex exists
at the pressure minimum.

Next, the backflow vortex at the shear layer between the main
flow and the swirling backflow at �=0.06 after 55 revolutions is
shown in Fig. 8. The contours in the r-� cross section at z /Dt=
−1.6 to −0.40 are axial velocity contours with negative values
�uz /Ut�0�. The isopressure surface at Cp=−0.020 is also shown.
In Fig. 9, the circumferential velocity and pressure distribution at
various axial locations are presented. First, the axial velocity con-
tours indicate that the backflow region exists close to the duct

Fig. 7 Pressure contours and velocity vector in the r-� cross
section at z /Dt=−0.50 „�=0.06, after 55 revolutions…

Fig. 8 Backflow vortex at the shear layer between main flow
and swirling backflow „�=0.06, after 55 revolutions…

Fig. 9 Circumferential velocity and pressure distribution at
various axial locations „�=0.06, after 55 revolutions…
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wall. The axial velocity contours and the low pressure surfaces
also denote that vortices appear at the backflow region �uz /Ut

�0�, which is consistent with previous studies pointing out that
backflow vortex structure is formed at the boundary between
swirling backflow and straight normal flow. Next, as the cross
section shifts upstream, the area with circumferential velocity de-
creases in the radial direction, and the low pressure region ap-
proaches closer to the duct wall. When Figs. 8 and 9 are com-
pared, the area with circumferential velocity is larger than the area
with negative axial velocity, showing that the swirling backflow
gives angular momentum to the straight inlet flow. Overall, the
twisted isopressure surface of Fig. 8 and the rotating low pressure
region of Fig. 9 indicates that the backflow vortex appears in a
twisted manner.

Figure 10 is the axial velocity distribution at the �-z cross sec-
tion near the duct wall from z /Dt=−2.0 to 0.38. The shaded area
in the figure has negative axial velocities. Figure 11 is the Cp
distribution at the same cross section. By defining the tip of the
backflow region by Fig. 10, it is apparent that low pressure re-
gions in Fig. 11 expands to the tip of the backflow region. This
indicates that the tip touches the duct wall. Also, the low pressure
regions are inclined from axial direction, suggesting the twisted
geometry of backflow vortices.

Figure 12 is the rotational process of the backflow vortex at
�=0.06 from the 54th revolution to the 55th revolution. The in-
crement between each image is one-tenth of a revolution. The
vortices which appear in the pressure contours at z /Dt=−0.50
show that 2–4 large vortices rotate in the same direction with the
inducer, along with several small vortices.

Figures 13 and 14 are the backflow vortex at �=0.05 and 0.07.
It is clear that the number, position, and strength of the vortices
have a strong correlation with the inlet flow coefficient. Further
discussion on this relation, along with comparison with experi-
mental results will be carried out in the following section.

Propagation Velocity of the Backflow Vortex
Figure 15 is a comparison of the angular propagation velocity

and maximum circumferential velocity of the backflow vortex.
Both are normalized by the angular velocity of the inducer. Ex-
perimental data were obtained at N=3000 rpm and �=0.05 by
visualizing the vortices with cavitation bubbles and measuring it

with a laser displacement sensor. We have confirmed that the cavi-
tation bubbles have no direct effect on the vortices at such condi-
tion �3�. The average value of the experimental data is plotted in
the figure. For the numerical data, the average of the vortices
appearing on the z /Dt=−0.18 cross section is plotted. At �
=0.078, the vortices appearing at the z /Dt=−0.10 cross section is
averaged because the backflow is short. Numerical data are ob-
tained by sampling the flow field for five inducer revolutions, after
the flow field is at a statistical equilibrium. The experimental and

Fig. 10 Axial velocity distribution at r /Dt=0.50 „tip… „�=0.06,
after 55 revolutions… Fig. 11 Pressure distribution at r /Dt=0.50 „tip… „�=0.06, after

55 revolutions…

Fig. 12 Rotation process of backflow vortex „�=0.06, from 54
to 55 revolutions…
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numerical data show fairly good agreement where the propagation
velocity is about half the maximum circumferential velocity.

Number of Backflow Vortices
Figure 16 is the number of backflow vortices observed at each

flow coefficient. Experimentally, the number of vortices is
counted by dividing the pass rate of the vortices by the propaga-
tion velocity. The pass rate is measured by a laser displacement
sensor at the z /Dt=−0.18 cross section. A high speed video cam-
era is also used for counting. The results obtained by the laser
displacement sensor was plotted with its maximum �upper bar�,
minimum �lower bar�, and average �X� value because of its vari-
ance. Numerical data was obtained by simply counting the aver-
age number of vortices at the z /Dt=−0.18 cross section. Both
results have a certain range of variance because the number of
vortices changes with time, as shown previously. The numerical
and experimental data show qualitative agreement, with the num-
ber of vortices decreasing as the flow coefficient decreases. The
numerical results give smaller variance.

According to a 2D stability analysis by Yokota et al. �3�, the
maximum number of the vortices is a function of vortex radial
position: larger number of vortices can exist stably if the vortices
are located closer to the outer wall. The decrease of the number of
vortices associated with the decrease of the flow rate is caused by

the fact that the radial position of the vortices is shifted inward
with the decrease of the flow rate, as typically shown in Fig. 17.

Radial Position of Backflow Vortex
Figure 17 presents the radial position of the backflow vortex

projected on to the meridional plane. The experimental results are
averages of measured data at N=3000 rpm and �=0.05. The nu-
merical results are the averaged radial position of the vortices at
each axial location. Both results show that as the flow coefficient
decreases, the backflow region extends upstream and expands to-
ward the center of the flow field.

Conclusions
Large-eddy simulation �LES�, in which turbulent eddies of a

scale larger than the computational grid are directly computed, has
the potential to predict unsteady flows and/or flow fields that in-
clude regions of large-scale separation much more accurately than
RANS-based computation does in general. The present paper de-
scribed the application of the LES-based computational code de-
veloped by Kato et al. to further understand the backflow vortices
at the inlet of an inducer. First, the internal flows of the inducer

Fig. 13 Backflow vortex „�=0.05, after 55 revolutions…

Fig. 14 Backflow vortex „�=0.07, after 45 revolutions…

Fig. 15 Normalized propagation velocity and maximum cir-
cumferential velocity „z /Dt=−0.18, except for �=0.078: z /Dt=
−0.10…

Fig. 16 Number of vortices
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are simulated, as a way to evaluate the validity of the proposed
method, under a wide range of inlet flow coefficients. The static
pressure peformance and the length of the backflow region was
compared with measured values, and good agreement was ob-
tained. Second, using the verified LES code, the fundamental
characteristics of the backflow vortex was investigated in detail.
As expected, the simulated results gave insight into the compli-
cated three-dimensional structure of the backflow vortex. The re-
sults obtained from numerical analysis can be summarized as fol-
lows:

1. The backflow region extends upstream as the flow coeffi-
cient decreases.

2. The backflow vortices are formed in a circumferentially
twisted manner at the boundary between the swirling back-
flow and the straight inlet flow.

3. The backflow vortices rotate in the same direction as the

inducer, but with half of the circumferential velocity in the
backflow region.

4. The backflow region expands toward the center of the flow
field and the number of vortices decrease, as the flow coef-
ficient decreases.

Previous studies using RANS-based computations have dis-
cussed the backflow region, but none have shown quantitative
agreement with experimental results. Further, none have reached
the point to discuss details of the backflow vortex structure. Re-
sults obtained by LES computations agree well with experiments,
reproducing numerous features of the backflow vortex, as shown
in this paper. To the best of our knowledge, this is the first com-
putation of the backflow at the inducer inlet to achieve quantita-
tive agreement with measured results, and give new findings to
the complicated three-dimensional structure of the backflow,
which was very limited under experimental studies.

It has been shown by experiments �Yamamoto �12�� that the
response of backflow vortex structure to the flow rate fluctuation
has an important effect on cavitation instabilities. Based on the
good agreements with experiments examined in the present paper,
the code is now being applied to the case with flow rate fluctua-
tion to clarify the mechanisms of backflow response.
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Nomenclature
Dt � inducer tip diameter, m
N � inducer rotational speed, rpm
p � static pressure, Pa

pv � vapor pressure, Pa
r � radial position, m

uz � meridional velocity, m/s
u� � circumferential velocity, m/s
Ut � inducer tip speed, m/s

Greek Symbols
� � kinematic viscosity

�= �pin-pv� / ��Ut
2 /2� � cavitation number

�=uin /Ut � flow coefficient
	s= �pout-pin� / ��Ut

2� � static pressure coefficient
Cp= �p-pin� / ��Ut

2 /2� � nondimensional pressure

Subscripts
in � inlet

out � outlet
SGS � subgrid scale
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Direct Numerical Simulation of
Bubbly Flows and Application to
Cavitation Mitigation
The direct numerical simulation (DNS) method has been used to the study of the linear
and shock wave propagation in bubbly fluids and the estimation of the efficiency of the
cavitation mitigation in the container of the Spallation Neutron Source liquid mercury
target. The DNS method for bubbly flows is based on the front tracking technique devel-
oped for free surface flows. Our front tracking hydrodynamic simulation code FronTier is
capable of tracking and resolving topological changes of a large number of interfaces in
two- and three-dimensional spaces. Both the bubbles and the fluid are compressible. In
the application to the cavitation mitigation by bubble injection in the SNS, the collapse
pressure of cavitation bubbles was calculated by solving the Keller equation with the
liquid pressure obtained from the DNS of the bubbly flows. Simulations of the propaga-
tion of linear and shock waves in bubbly fluids have been performed, and a good agree-
ment with theoretical predictions and experiments has been achieved. The validated DNS
method for bubbly flows has been applied to the cavitation mitigation estimation in the
SNS. The pressure wave propagation in the pure and the bubbly mercury has been
simulated, and the collapse pressure of cavitation bubbles has been calculated. The
efficiency of the cavitation mitigation by bubble injection has been estimated. The DNS
method for bubbly flows has been validated through comparison of simulations with
theory and experiments. The use of layers of nondissolvable gas bubbles as a pressure
mitigation technique to reduce the cavitation erosion has been confirmed.
�DOI: 10.1115/1.2720477�

Keywords: bubbly flow, front tracking, cavitation mitigation

1 Introduction
Wave propagation in bubbly fluids has attracted investigators

for many decades because of its special properties. Bubbly fluids
have the unique feature that even a minute bubble concentration
�volume fraction less than one percent� significantly increases the
compressibility of the system. The system transports energy at a
speed considerably lower than the sound speeds in both phases as
a result of the energy exchange between the liquid and the
bubbles. When additional effects such as vaporization and con-
densation play a role, e.g., in cavitating flows, further phenomena,
still little understood, are superimposed upon the basic behavior of
bubbly flows. The rich internal structure of bubbly flows endows
the medium strikingly complex behavior.

One of the reasons for the study of bubbly flows is their wide
applications ranging from hydraulic engineering to high energy
physics experiments. In particular, we are interested in a recent
application of bubbly fluids in the mitigation of cavitation dam-
ages in the Spallation Neutron Source �SNS� �1�, which will be
discussed in details in Sec. 5. Another important motivation is to
connect the microscopic behavior of individual bubbles to the
macroscopic behavior of the mixed medium that one directly ob-
serves. Since the microstructure in this case is made up of a com-
plex substructure, the task is much more complicated than that of
classical kinetic theory.

The wave propagation in bubbly fluids has been studied using a
variety of mathematical models. Significant progress has been
achieved in the study of systems consisting of noncondensable gas
bubbles �2–5� and of vapor bubbles �6,7�. The treatment of the
kinetic and thermal properties of the medium, e.g., the compress-

ibility of the liquid and the thermal conduction, by different au-
thors varies. But they shared a common feature that the two
phases were not separated explicitly, i.e., the bubble radius and
concentration were considered as functions of time and space. The
Rayleigh-Plesset equation or the Keller equation governing the
evolution of spherical bubbles has been used as the kinetic con-
nection between the bubbles and fluid. These models include
many important physical effects in bubbly systems such as the
viscosity, the surface tension, and thermal conduction. Numerical
simulations of such systems requires relatively simple algorithms
and are computational inexpensive.

Nevertheless, homogenized models treat the system as a pseud-
ofluid and cannot capture all features of the rich internal structure
of the bubbles. They exhibit sometimes large discrepancies with
experiments �4� even for systems of noncondensable gas bubbles.
Their range of validity is limited to small void fraction and small
amplitude waves. These models are also not suitable if the bubbles
are distorted severely by the flow or even fission into smaller
bubbles, as it may happen in cavitating and boiling flows �8,9�.
The direct numerical simulation �DNS� method, which solves the
full nonlinear system of compressible fluid dynamics equations in
every component of the multiphase domain, is potentially free of
these deficiencies. DNS is based on techniques developed for free
surface flows. Welch �10� numerically investigated the evolution
of a single vapor bubble using the interface tracking method. Juric
and Tryggvason �11� simulated the boiling flows using the incom-
pressible flow approximation for both liquid and vapor and a sim-
plified version of interface tracking. 3D simulations of very large
volume fraction fluids using a method of front tracking with in-
compressible liquid approximation was also reported �12�. In this
paper, we perform DNS simulations of small void fraction bubbly
fluids using front tracking for compressible fluid equations. Our
FronTier code is capable of tracking and resolving topological
changes of a large number of interfaces in two- and three-
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dimensional spaces. A homogeneous approach to multiphase flows
has also been developed in the FronTier code and compared to the
DNS approach �13,14�. In this paper, both the bubbles and the
fluid are compressible because we are interested in the speed of
wave propagations. We simulated the propagation of acoustic and
shock waves in bubbly fluids with small void fraction and com-
pared them to the theory and experiments. After the validation of
the FronTier based DNS method for bubbly flows, it was applied
to the engineering problem of cavitation mitigation in the Spalla-
tion Neutron Source, which involves bubbly flows of relatively
large void fraction.

The paper is organized as follows: Sec. 2 presents the govern-
ing system of equations and main conclusions of the homogenized
model of bubbly flows, and Sec. 3 gives the description of the
numerical method. In Sec. 4 we present the results of the DNS on
linear and shock wave propagation in bubbly fluids along with the
comparison to the theory and the experiments. In Sec. 5, after the
description of the SNS and the bubble injection technique for the
cavitation mitigation, the cavitation is estimated in two steps. First
the pressure wave propagation in the mercury target of the SNS is
simulated using the front tracking method, then the collapse pres-
sure of cavitation bubbles is calculated by solving the Keller equa-
tion under the ambient pressure whose profile has been obtained
in the first step. The efficiency of the cavitation mitigation is es-
timated by comparing the average collapse pressure with and
without injected bubbles. Finally, we conclude the paper with a
summary of our results in Sec. 6.

2 Mathematical Formulation

2.1 Governing System of Equations. In the DNS method,
we study bubbly fluids as a system of one-phase domains sepa-
rated by explicit interfaces �see Fig. 1�. Namely we solve the
system of Euler’s equations

��

�t
= − � · ��u� �1�

�� �

�t
+ u · ��u = − �p �2�

�� �

�t
+ u · ��e = − p � · u �3�

p = p��,e� �4�
separately in each gas bubble and in the ambient liquid subject to
the liquid-gas interface conditions. Here u, �, and e are the veloc-
ity, density, and the specific internal energy of the fluid, respec-
tively, and p is the pressure. The continuity of pressure and nor-
mal velocity is satisfied at the liquid-gas interface. If the surface
tension is important as in surface instability problems, we modify
the pressure interface condition by adding a pressure jump due to

the surface tension and local curvature. In simulations presented
in this paper, the surface tension was neglected as it is important
only for bubbles of a submicron size. Gas bubbles in simulated
fluids are much larger. Notice that we have also neglected the
viscosity and heat conduction in fluid equations. These effects are
often important in the dynamics of bubbly flows, and will be
included in future simulations. We use the polytropic equation of
state �EOS� model for gas bubbles,

p = �� − 1��e

where � is the ratio of specific heats, and the stiffened polytropic
EOS for the ambient liquid

p = ��l − 1���e + e�� − �lp�

which models tension by allowing negative pressure values. Ex-
perimentally measurable liquid properties such as the sound speed
and specific heats can be used to calculate the parameters �l, p�,
and e�.

2.2 Wave Equations in Homogenized Models. Since some
of our results are compared to the homogenized theory of bubbly
fluids, we present in this section main equations. The theory on
bubbly flows is based on the homogenized model, in which the
fluid and bubbles are treated as a single mixed phase, opposed to
the two separated phases in the direct numerical simulations. In
compressible fluids with gas bubbles, the conservation of mass
and momentum in one spatial dimension give

1

� fcf
2

�p

�t
+

�u

�x
=

��

�t

���u�
�t

+
���u2 + p�

�x
= 0

where � is the bubble volume fraction, � is the averaged density
of the mixed phase that equals � f�1−��+�g�, and p is the aver-
aged pressure. The bubble oscillation in weakly compressible flu-
ids is governed by the Keller equation �15–17�, which is an ex-
tension of the Rayleigh-Plesset equation,

�1 −
1

cf

dR

dt
�R

d2R

dt2 +
3

2
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dt
��dR

dt
�2

=
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� f
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1

cf

dR

dt
+

R

cf

d

dt
��pB − p� �5�

The p in Eq. �5� coincides with the average pressure in the con-
servation laws to the lowest order in � �18�. pB is the liquid
pressure at bubble surface. The bubble pressure pg is approxi-
mately uniform except for sound waves of frequency far above the
resonance. For air bubbles of diameter 0.1 mm and above, the
thermal diffusivity �=� / ��cp���R2 except for sound waves of
frequency far below resonance ��, �, and cp are the heat conduc-
tivity, density and specific heat with fixed pressure for the gas,
respectively�. Therefore the bubbles are almost adiabatic for near-
resonant sound waves. For bubbles consisting of a �-law gas,

pgR3� = constant

Neglecting the viscosity, the difference between pg and pB is from
the surface tension,

pg = pB +
2	

R

2.2.1 Linear Waves. The following dispersion relation for lin-
ear sound waves in bubbly fluids was derived from the wave
equations �5�:

Fig. 1 Schematic of the numerical experiments on the propa-
gation of linear and shock waves in bubbly fluids
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�2 =
1

cf
2 +

1

c2

1

1 − i

�

�B
−

�2

�B
2

�6�

where �B is the resonant frequency of single bubble oscillation, 

is the damping coefficient accounting for the various dissipation
mechanisms. cf is the sound speed in bubble free fluid and c is the
sound speed in the low-frequency limit, which is given by

1

c2 = ���g + �1 − ��� f�� �

�gcg
2 +

1 − �

�gcf
2 �

where �g and � f are the densities of the gas and the fluid, cg and cf
are the sound speeds of the two phases. For adiabatic bubbles,

c =� �p

�� f

�B =
1

R
�3�p

� f
�7�

Chapman and Plesset �19� formulated 
 as the sum of the acous-
tic, viscous, and thermal contributions. It has been pointed out by
Prosperetti et al. �18,20� that 
 depends on the frequency of the
sound wave. Nevertheless, Eq. �6� has been widely used for the
dispersion relation. The dispersion relation for near-resonant
sound waves measured in different experiments �21–23� agreed
with the theoretical predictions.

2.2.2 Shock Waves. The shock profile in the bubbly fluid
evolves into a smooth steady form in contrast to the sharp discon-
tinuity in the pure fluid. The steady state shock speed was ob-
tained from the Rankine-Hugoniot relation �4�

1

U2 =
1

cf
2 + � f

�b − �a

Pa − Pb
�8�

where subscripts a and b stand for ahead and behind the shock
front. Since heat conduction and surface tension is neglected,
Pa�a

�= Pb�b
�. The evolution into a steady wave can take very long

time and distance, and the unsteady waves move at higher veloci-
ties �4�. The shock profiles were measured for various gas bubbles
by Beylich and Gülhan �2�, to which our simulation results will be
compared.

3 Numerical Method
In this paper, we study bubbly fluids as a system of one-phase

domains separated by free interfaces using FronTier, a front track-
ing compressible hydrodynamics code. Front tracking is an adap-
tive computational method in which a lower dimensional moving
grid is fit to and follows distinguished waves in a flow. The front
propagates according to the dynamics around it �i.e., Lagrangian�
while the regular spatial grid is fixed in time �i.e., Eulerian�. The
discontinuities across the interfaces are kept sharp so as to elimi-
nate the interfacial numerical diffusion which plagues traditional
finite difference schemes.

The implementation of the front tracking method in the Fron-
Tier code has been described in details by Glimm et al. �24�. Here
we formulate the main ideas. In each time step, the front is propa-
gated first, then the interior states are updated. For the front propa-
gation, each point of the interface is propagated in the normal
direction, and the states on either side of the interface are evolved
according to the solution of the nonlocal Riemann problem. The
hyperbolic solver has three steps: slope reconstruction, prediction
using local Riemann solver, and correction by nonlocal solver.
Then the states on the propagated fronts are updated in the tan-
gential direction while the fronts are fixed. After that the fronts are
tested for intersection and then untangled or redistributed if nec-
essary to resolve the topological change or the clustering/sparsity
of grid points on the interfaces due to front contract/expand.

For the subsequent interior state update, FronTier uses high
resolution shock-capturing hyperbolic schemes on a spatial grid.
Among the various shock capturing methods currently imple-
mented in FronTier, a second order monotone upwind scheme for
conservation laws �MUSCL� scheme developed by Van Leer and
adapted for FronTier by Chern was used for the simulation here.
MUSCL scheme is similar to the piecewise parabolic method
�25�, and detailed descriptions can be found in Collela’s paper
�26�, and the references therein. The two-pass implementation cur-
rently being used in FronTier, namely, first regular cells then ir-
regular cells update, is well documented �24�. Different equation
of state models are used for gas/vapor bubbles and the ambient
fluid.

FronTier can handle multidimensional wave interactions in both
two- �27� and three- �28� dimensional spaces. Although computa-
tionally intensive, front tracking is potentially very accurate in
treating many physical effects in bubbly flows, such as the com-
pressibility of the fluid, surface tension and viscosity. Since the
FronTier code is capable of tracking simultaneously a large num-
ber of interfaces and resolving their topological changes, many
effects that are difficult to handle in mathematical models for
bubbly flows are now naturally included in the simulations, e.g.,
the bubbles’ deviation from sphericity, bubble-fluid relative mo-
tion, bubble merge/fissure and bubble size/spatial distribution.
This approach has numerous potential advantages for modeling
the phase transitions in boiling and cavitation flows. We have
implemented a model for the phase transitions induced mass
transfer across free interfaces �29�. FronTier is implemented for
distributed memory parallel computers.

For the application of FronTier to the simulation of bubbly
flows, the region around a long column of bubbles �tens to hun-
dreds� has been chosen as the computational domain, as shown in
Fig. 1. Two approximations were used in the simulations. The
flow inside the column was assumed to be axisymmetric and the
influence from the neighboring bubbles was included by treating
the domain boundary as a reflecting wall, which is called the
Neumann boundary in FronTier. Thus the wave propagation in
bubbly flows was reduced to an axisymmetric two-dimensional
problem. An extensive introduction to the FronTier code for axi-
symmetric flows is available �24�.

We have shown that the assumption of axial symmetry is ad-
equate for the study of the main features of the wave propagation
in bubbly fluids. This conclusion is based on the comparison of
our numerical results with theoretical and experimental data pre-
sented in the next section. The axisymmetric assumption is exact
for the scattering of the planar wave by an isolated column of
bubbles that are initially spherical. The Neumann boundary con-
dition for the modeling of the presence of other bubbly layers is
strong because scattered pressure waves are only partially re-
flected. As a contrast, the scattering theory, on which the Keller
equation is based, completely neglects the reflection between
bubbles and the secondary scattering. Therefore the scattering
theory only holds for the case of small � such that bubble inter-
action is negligible. For moderate �, the secondary scattering can-
not be neglected, and the Neumann boundary condition between
adjacent bubbles is a better approximation.

4 Simulation Results on Bubbly Flows
In this section, we present the results of the DNS of the linear

and shock wave propagations in bubbly fluids. Since the void
fraction is small �0.02% for linear waves, 0.25% for shock
waves�, the homogenized model is expected to be valid. The dis-
persion relation measured from simulations is compared with the-
oretical predictions in Sec. 4.1. Shock speed values measured
from simulations are compared to steady-state values, and shock
profiles for various gas bubbles are compared to experimental data
�2� in Sec. 4.2.

4.1 Linear Waves. To compare the simulation results with the
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theory, we measured the dispersion relation. Writing down the
complex wave number k in Eq. �6� as k=k1+ ik2, we have

ei�kx−�t� = e−k2xei�k1x−�t�

from which the phase velocity of the sound wave is defined as

V =
�

k1
�9�

and the attenuation coefficient � in dB per unit length is defined
as

� = 20 log10 e · k2 �10�

The bubble radius in the simulation was R=0.06 mm. From Eq.
�7�, we have

fB =
�B

2�
=

1

2�R
�3�p

� f
= 54.4 kHz

We simulated the sound waves of frequencies ranging from
30 to 300 kHz. The volume fraction was �=0.02%. The ampli-
tude of the pressure wave was chosen to be 0.1 bar, one tenth of
the ambient pressure. The linearity was ensured by performing
numerical simulations with sound waves of half amplitude which
gave virtually the same dispersion relation. For each frequency,
the sound wave of up to eight wavelengths was propagated from
the pure fluid into the bubbly region. The cross-sectional averaged
pressure in the bubbly region was recorded at selected times and
positions, from which the phase velocity and the attenuation co-
efficient were measured. The phase velocity was obtained by mea-
suring the propagation speed of the first pressure node in the bub-
bly region. The envelope of the oscillating pressure wave was
plotted and the attenuation coefficient was measured in the 1 cm
long bubbly fluid region next to the incident plane by fitting the
envelope to an exponential curve. A shorter region was used for
the frequency with the strongest attenuation �=2 cm�.

The phase velocities and attenuation coefficients measured
from the simulations are listed in Table 1 along with theoretically
predicted values. Theoretical values were calculated using the
damping coefficient 
=0.7 in Eq. �6�. There are various theoreti-
cal and empirical formulas for the damping coefficient �5�, several
of them giving value under 0.1. The parameters in our simulations
is closest to those in experiment of Fox et al. �21�, who used the
empirical value of 0.5 for the damping coefficient. The measured
dispersion relation was compared to the theoretical curve in Fig.
2�a�. It can be seen that the simulation agrees well with the theory.
However, the point in Fig. 2�a� with frequency about 100 kHz has
a large deviation from the theoretical value. Most likely the de-
viation is due to the dependence of 
 on the frequency, especially
near the resonance �18,20�.

The grid resolution for most of our simulations on linear wave
propagations was 100 grids per millimeter. To ensure the accuracy
of the simulation results, a mesh refinement check has been car-
ried out. Figure 3 shows a typical result. It can be seen that the
results were reasonably accurate at the default grid resolution

�100 grids/mm�. The one-dimensional grid on the bubble surface,
which is the explicitly tracked fluid interface, was more refined,
and the circumference of a bubble in the simulation was dis-
cretized into 50 points. The approximation of a cylindrical domain
has been justified by varying the aspect ratio of the cylinder con-
taining a bubble, which confirms that the dispersion relation only

Table 1 Phase velocities „V… and attenuation coefficients „�… from the simulation and the
theory. � is the wavelength in pure water. V and � are the simulation results, Vth and �th are the
theoretical predictions from Eq. „6… with �=0.7. R=0.06 mm, �=0.02%.

 �cm� f �kHz� V �cm/ms� Vth �cm/ms� � �dB/cm� �th �dB/cm�

0.5 290 155 153 2.2 0.9
1.0 145 183 194 5.7 5.0
1.5 96.7 220 274 18.4 20.7
2.0 72.5 160 173 28.5 30.9
2.5 58.0 100 100 21.8 29.4

2.75 52.7 75 84 18.9 25.2
3.0 48.3 68 75 17.8 20.4
4.0 36.3 62 68 10.7 8.5
5.0 29.0 66 69 3.9 4.4

Fig. 2 Comparison of the dispersion relation between the
simulation and the theory. R=0.06 mm, �=0.02%. „a… The phase
velocity; „b… the attenuation coefficient. In both figures, the
crosses are the simulation data and the solid line is the theo-
retical prediction from Eq. „6… with �=0.7. The horizontal line in
„a… is the sound speed in pure water.
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depends on the void fraction, i.e., the ratio of the bubble volume
over the cylinder volume, but not on the aspect ratio.

4.2 Shock Waves. Beylich and Gülhan �2� studied the propa-
gation of shock waves in glycerol filled with bubbles of various
gases. We carried out numerical simulations using their experi-
mental settings. We have also varied the sound speed in the pure
fluid to measure the corresponding shock speeds and compared
them to the steady-state values given by Eq. �8�. In the simula-
tions, the pressure behind the shock was either fixed at the bound-
ary or set as the initial pressure in an air layer next to the bubbly
fluid. The results from the two methods have been compared and
found to be very close.

The measured shock speeds are listed in Table 2. The speeds
were measured about 10 cm away from the shock incident plane.
It is seen from the table that the measured shock speeds differ

from the steady state values by less than 15%. The reason for the
deviation is that the shock waves in simulations had not reached
the steady state.

The shock profiles were measured at 1.0 m away from the
shock incident plane as in the experiments of Beylich et al. �2�.
The shock profiles for SF6 bubbles of volume fraction 0.25% are
plotted in Fig. 4. These figures show that the pressure in the bub-
bly fluid oscillated after the passage of the shock front. The oscil-
lation amplitude from the simulation was close to the experimen-
tal value. However the oscillation period from the simulation was
28% shorter than the experimental value.

There were several sources of error that could be responsible
for the deviation. The main source of error was numerical dissi-
pation at the bubble surface. The default grid resolution for the
simulations on shock wave propagation was 100 grids per centi-
meter, and the bubble circumference contains about 100 points. It
has been found that increasing resolution only slightly changed
the oscillation amplitude and period. Other sources of error in-
clude the axisymmetric approximation and the Neumann bound-
ary condition on the domain wall. It is worth mentioning that the
oscillation period calculated by Watanabe et al. �4� based on the
homogenized model was also about 1 /4 shorter than the experi-
mental value.

The shock profiles with various gas bubbles and different vol-
ume fractions were measured and they agreed with the experi-
ments as well. The oscillation amplitude was found to be smaller
for gas with larger polytropic index �, and the oscillation period
was longer for larger bubble volume fraction �, both of which
agreed with the experiments. As a summary, the shock velocity
measurement agreed well with the theory, while the shock profiles
agreed with the experiment qualitatively and partly quantitatively.

According to Noordzij and van Wijngaarden �30�, waveforms
observed during the propagation of shocks in bubbly liquids can
be classified into three types, referred to as A-, B-, and C-type
waves. The highly oscillatory A-type waveform is usually found
near the boundary at which the shock is introduced. The other two
represent later stages in the evolution of the wave. As pointed out
by Watanabe and Prosperetti �4�, the heat exchange between
bubbles and liquid plays an important role in the formation of B-
and C-type shocks. Due to the negligence of heat diffusion in our
simulations, we only observed A-type shocks. Our simulations
agreed with Beylich and Gülhan’s experiments �2�, in which they

Fig. 3 The pressure profile in bubbly water 23 �s after the
incidence of the sound wave with a wavelength of 1 cm in pure
water. The default resolution used in the simulations was
100 grids/mm, under which the bubble radius R=0.06 mm cor-
responds to 6 grids. The solid line is the default resolution of
100 grids/mm, the dashed-dotted line is 50 grids/mm, the
dashed line is 200 grids/mm.

Table 2 Shock speeds measured from the simulations are compared to the steady state val-
ues. �a is the bubble volume fraction ahead of the shock, Pb is the pressure behind the shock,
U and Uth are the measured shock speed and corresponding steady-state value given by Eq.
„8…. pa=1.11 bar, �f=1.22 g/cm3, Ra=1.15 mm.

Gas ��� cf �m/s� �a �%� Pb �bar� U �m/s� Uth �m/s�

SF6�1.09� 1450 0.25 1.9 26.20 25.40
SF6�1.09� 458 0.25 1.9 22.52 22.48
SF6�1.09� 145 0.25 1.9 13.47 12.64
N2�1.4� 1450 0.25 1.7 25.56 26.68
N2�1.4� 458 0.25 1.7 22.21 23.35
N2�1.4� 145 0.25 1.7 12.29 12.79

He�1.67� 1450 0.25 1.9 25.68 30.01
He�1.67� 458 0.25 1.9 22.69 25.49
He�1.67� 145 0.25 1.9 13.52 13.11
SF6�1.09� 1450 2.17 1.8 8.72 8.52
SF6�1.09� 458 2.17 1.8 8.04 8.39
SF6�1.09� 145 2.17 1.8 7.10 7.35
N2�1.4� 1312 2.17 1.8 8.60 9.42
N2�1.4� 458 2.17 1.8 9.09 9.25
N2�1.4� 145 2.17 1.8 7.80 7.92

He�1.67� 1450 1.04 1.9 13.92 14.96
He�1.67� 458 1.04 1.9 12.70 14.29
He�1.67� 145 1.04 1.9 9.70 10.44
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only published data on A-type shocks. We have already imple-
mented a heat diffusion algorithm in FronTier �31�, and will ex-
plore all types of shock profiles in the future.

5 Application of Bubbly Flows to Cavitation Mitiga-
tion

The comparison of simulation results with theory and experi-
ments in the previous section validated the FronTier based DNS
method for bubbly flows. The DNS method is used in this section
to study the cavitation reduction problem in the Spallation Neu-
tron Source target container. The DNS method is well suited for
the description of bubbly flows in the SNS target since large void
fraction fluids and very strong pressure waves make the applica-
bility of the homogenized theory questionable. Section 5.1 intro-
duces the design of the SNS target and the associated fluid dy-
namical issue. The method of approach is described in Sec. 5.2.
Section 5.3 analyzes the simulation results on the pressure wave
propagation in the pure and bubbly mercury. In Section 5.4, the
collapse pressure of cavitation bubbles is calculated. Lastly, the
efficiency of cavitation mitigation by bubbly injection is estimated
in Sec. 5.5.

5.1 Spallation Neutron Source. The Spallation Neutron
Source �SNS� is an accelerator-based neutron source being built at
Oak Ridge National Lab. The SNS will provide the most intense
pulsed neutron beam in the world for scientific research and in-
dustrial development. In the SNS, 800 MeV proton beams bom-
barding the mercury target in a steel container deposit totally
2.1 kJ of energy per pulse in less than 300 ns which results in the
rapid pressure increase in the mercury �see Fig. 5�. The peak
deposited energy density is 19 J /cm3, corresponding to 500 bar in
mercury. The subsequent pressure waves induces severe cavitation
on the container, so much so that the lifetime of the container was
only two weeks with 1 MW proton pulses at the frequency of
60 Hz �1�. In order to mitigate the cavitation erosion, research is
being done on the evaluation of cavitation-resistant materials and
coatings. It has also been suggested that the injection of nondis-
solvable gas bubbles into the container could absorb the energy of
the pressure wave. Our goal is to estimate the efficiency of the
cavitation mitigation by the bubble injection method.

The SNS target prototype tested at the Los Alamos National
Laboratory is a cylinder of 10 cm diameter and 30 cm length �1�.
The pressure in the target is about 1 bar in the absense of the
proton beam. After the proton beam bombards the target, the pres-
sure rises in the mercury almost instantaneously compared to
acoustic time scales. The pressure distribution, as shown in Fig. 5,
has a Gaussian profile in the transverse direction with 	=1.0 cm
and an exponential attenuation along the axis. The pressure profile
can be approximated as

P0�r,z� = 500e−r2−0.1z bar �11�

where r and z are in cm, and the origin of the z axis is the window
where proton beams enter. When nondissolvable gas bubbles are
injected into the container, the bubble pressure has little change
after the proton pulse and it remains about 1 bar.

5.2 Method of Approach. Before we compare the cavitation
erosion in pure and bubbly mercury, a brief introduction to the
mechanism of cavitation damage and the method we used to quan-
tify it is given in this section. Cavitation is the process in which
bubbles, consisting of vapor and noncondensable gas, form, ex-
pand, and collapse in the fluid according to the surrounding pres-
sure which decreases and increases rapidly. Vapor bubbles are
formed when the pressure falls below the saturated vapor pressure
of the fluid at the ambient temperature or some critical pressure
smaller than the corresponding saturation pressure �32�. They im-
plode when the fluid pressure rises back above the saturated vapor
pressure or when the bubbles move into a region with higher
pressure. If the bubble is close to the container wall, the shock
wave from the rebound of the collapse erodes the wall as in the
SNS target container.

The attenuation of the pressure wave during the rebound phase
of the cavitation bubbles has been studied extensively �33�. The
pressure of the rebounded wave that hits the container wall can be
used to quantify the cavitation erosion. Since it is proportional to
the first collapse pressure of cavitation bubbles, we only need to
compare the average collapse pressure in the pure mercury and the
bubbly mercury for the estimation of the cavitation mitigation
efficiency. In order to calculate the collapse pressure, we need to
know how the cavitation bubbles grow and collapse under the
pressure wave in the container. Since the collapsed bubble size
��0.1 �m� is less than a millionth of the container size �10 cm�,
it is difficult to directly simulate the evolution of cavitation
bubbles in the entire container. Instead we estimated it in two
steps.

First, we simulated the propagation of pressure waves in the
container caused by the initial pressure distribution given by Eq.
�11�. The simulation was carried out for both the pure mercury
and mercury containing nondissolvable gas bubbles. For the simu-
lation of the bubbly mercury, the bubble surfaces were tracked
explicitly via the front tracking method described in the previous

Fig. 4 The shock profiles in glycerol filled with SF6 bubbles.
The parameters in the simulations were from the experiments
†2‡. Pa=1.11 bar, Pb=1.80 bar, �f=1.22 g/cm3, Ra=1.15 mm, �
=1.09, and �=0.25%. The top figure is from the simulation, the
bottom one is from the experiment. The curves in the experi-
mental figure is the original fitting with artificial turbulent vis-
cosity †2‡.
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sections. The pressure relaxation caused by the cavitation was
ignored in the simulation of pressure waves in the container. We
assumed that the growth and collapse of cavitation bubbles is
uncorrelated, namely, that the far field liquid pressure for a cavi-
tation bubble is not significantly perturbed by relaxation waves
from neighboring cavitation bubbles. Since the distribution of
cavitation centers is unknown for mercury under such conditions,
accounting for pressure relaxation processes would contain a large
amount of uncertainty.

In the second step, the collapse pressure of cavitation bubbles
was calculated by solving the Keller equation �Eq. �5�� under the
liquid pressure whose profile was obtained in the first step. A
cavitation bubble consists of vapor and noncondensable gas. Due
to the liquid-vapor phase transition, the partial vapor pressure in a
bubble remains negligible compared to the amplitude of pressure
waves in the SNS target, while the partial pressure of the gas
�typically air� changes violently. As a result, it suffices to calculate
the growth and collapse of cavitation bubbles that consist only of
air for the estimation of the collapse pressure.

5.3 Pressure Wave Propagation in the Container. Inferred
from Eq. �11� for the initial pressure distribution, the strongest
pressure oscillation and consequently the most severe cavitation
might be located at the center of the entrance window, which was
confirmed by the simulation. Therefore we compared the pressure
profile at the window center in the pure and bubbly mercury. The
pressure profile in the pure mercury is shown in Fig. 6�a�, while
the pressure profile in the mercury filled with air bubbles is shown
in Fig. 6�b�.

It is readily seen that, as expected, the pressure decayed much
faster in the bubbly mercury, since bubbles absorbed the energy
from pressure waves and spread it away from the entrance win-
dow. The pressure oscillation in the bubbly mercury was also
more rapid due to reflections between the window and bubbles.
The typical decay time in both cases is shorter than the period

between two proton pulses at the-frequency of 60 Hz. Both pro-
files can be approximately described by the following formula:

Pw�t� = Pw0e−�t/�� cos�2�t

T
� �12�

where Pw0 is the pressure oscillation amplitude on the window
right after the bombard of the proton pulse, � is the inverse of the
attenuation rate, and T is the oscillation period. Numerical values
of the coefficients are Pw0=500 bar, �=0.94 ms, T=70 �s for
pure mercury and Pw0=600 bar, �=50 �s, T=12 �s for mercury
filled with air bubbles of radius 1.0 mm and volume fraction
2.5%.

We compared the result of direct numerical simulations with
that of the multiple scattering theory introduced in Sec. 2.2. The
homogenized wave equations in Sec. 2.2 were solved numerically
in the longitudinal direction of the chamber, with the initial liquid
pressure given by Eq. �11� rather than a sinusoidal profile as for
acoustic waves. As widely recognized �3,18�, the equations in Sec.
2.2 are valid for small void fractions and accurate up to the first
order of �. In our simulation for the SNS problem, �=2.5%,
which is not very small. Therefore, the simulation results could be
different from the theoretical predictions based on homogenized
wave equations. Indeed we found discrepancies, for example, for
injected air bubbles of radius 1.0 mm and volume fraction 2.5%,
the simulation showed an oscillation with period T=12 �s, while
the homogenized wave equations gave a period of 15.4 �s. The
simulated frequency is higher due to the nonlinear effect of a finite
void fraction. In another example, where �=0.53% and R
=0.5 mm, the simulation had an oscillation period T=16 �s,
while the theory gave a period of 17.6 �s, which is still different
but closer to the simulation result because the void fraction is
smaller in this case. Another reason for the discrepancy is the high
frequency of the pressure wave in the liquid. The wave equations

Fig. 5 The pressure distribution right after a pulse of proton beams in the mercury target of
the Spallation Neutron Source „courtesy of SNS experimental facilities, Oak Ridge National
Lab…
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in Sec. 2.2 were derived for sound waves with �R. In the SNS
problem, the energy deposition from the proton beam increases
the liquid pressure to about 500 bar at the entrance window, while
the pressure in the injected bubbles remains around 1 bar. At finite
bubble volume fraction, the induced pressure wave has a wave-
length of the same order as the bubble radius. These effects make
DNS a valuable method in the study of the SNS problem and a
more general class of bubbly flows.

The accuracy of the results has been guaranteed by mesh re-
finement check. Thanks to the relatively large void fraction, we
were able to use higher resolution in simulations of bubble layers
in SNS than in those of linear and shock waves. Due to the expo-
nential decay of proton beams along their path, the energy depo-
sition has longitudinal attenuation as indicated by Eq. �11�. In the
presence of the attenuated deposition, standing wave does not
form in the container, which is confirmed by numerical simula-
tions. Furthermore, simulations showed that the longitudinal at-
tenuation was strengthened by injected bubbles due to energy ab-
sorption, such that a 3-cm layer of bubbles near the entrance
window is effectively the same as a chamber full of bubbles in
terms of pressure damping.

5.4 Collapse Pressure of Cavitation Bubbles. The second
step is the calculation of the collapse pressure of cavitation

bubbles. The Keller equation for the bubble growth and collapse
in the weakly compressible liquid was used for that purpose. With
the ambient liquid pressure obtained in the first step, the closed
system of equations is
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1

cf

dR

dt
�R

d2R

dt2 +
3
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��pB − p�

pg = pB +
2	

R

pgR3 = pg0R0
3

The p in the equation above is the difference between the ambient
pressure and the vapor pressure of mercury in the bubble, how-
ever the latter is much smaller in our case and can be neglected. In
the last equation, the gas pressure in the bubble is associated with
the bubble radius by the isothermal relation, which is valid for
most of the cavitation bubbles in the target and especially during
their evolution stages after the formation and before the collapse.
To estimate the range of initial bubble sizes for our numerical
studies, recall that the cavitation bubble grows from a nucleus
whose radius is bounded below by the stability condition �32,34�

4	

3R0
� − p

For liquid mercury, 	=0.48 kg/s2, in SNS a typical tension of
100 bar gives R0�0.065 �m. Therefore it is reasonable to as-
sume that the initial radius of most cavitation bubbles in the SNS
are below 1 �m, which justifies the isothermal relation for the
bubbles.

The pressure waves in both the pure and bubbly mercury have
an attenuating sinusoidal form. Since the attenuation is much
slower than the period of oscillation, we calculated the overall
collapse pressure of cavitation bubbles by using a purely sinu-
soidal pressure wave for one period and summing up all periods
with the attenuating amplitude. The purely sinusoidal time-wise
fluctuation of pressure has the following form:

p�t� = P sin�2�t

T
+ �0� �13�

where �0 is the initial phase when a cavitation bubble starts to
grow from a nucleus. �0 must be within �−� ,0� because for the
bubbles to grow the initial pressure must be below the saturated
pressure of mercury, which is almost 0 compared to the pressure
wave in the SNS target.

The typical bubble size evolutions with various �0 are shown in
Fig. 7. It is interesting to notice that the bubble does not always
collapse—the bubbles beginning to grow at �0�−0.8� continues
to grow after a period. Although they may collapse after two or
more periods according to the Keller equation, the associated col-
lapse pressure is smaller since the ambient pressure has attenu-
ated. On the other hand, for �0 within �−0.8� ,0� a bubble col-
lapses within about a period. We are only interested in the first
collapse because it produces the largest pressure peak and after
that the bubble often fissures into a cloud of tiny bubbles and the
Keller equation no longer applies �32�. Figure 8 shows the depen-
dence of the first collapse pressure Pc on �0. It is seen that the
collapse pressure is highest for �0 around −0.63�, and the aver-
age collapse pressure Pc is roughly one half of the peak value at
�0=−0.63�.

Neglecting the surface tension and the viscosity, which is jus-
tified by the high pressure wave in the liquid, the Keller equation
becomes a purely acoustic equation so that Pc is a function of
R0 /cfT. In prescribed ambient pressure wave, Pc is a function of
R0 and pg0, and we observed that Pc depends only on the gas

Fig. 6 The pressure profile at the center of the entrance win-
dow. „a… The pure mercury. „b… The mercury injected with non-
condensable gas bubbles of radius 1.0 mm and volume frac-
tion 2.5%.
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content pg0R0
3 as long as pg0� P. Combining the two observa-

tions, we see that Pc is a function of P and pg0�R0 /cfT�3. In fact,
in the range of P�10 kbar and T�1 ms, an empirical formula
for Pc with P, T as variables and pg0, R0 as parameters was
obtained

Pc�P,T� �
1

2
Pc�P,T,�0 = − 0.63��

�
93.0

2
� P

� fcf
2�1.25� pg0

� fcf
2� R0

cfT
�3�−0.50

kbar �14�

with errors less than 1%. The result agreed with the fact that the
higher rate of stressing the fluid is experiencing, the higher ten-
sion can be sustained. In the bubble injection regime, the period of
pressure oscillation T decreases which in turn reduces the cavita-
tion bubble collapse pressure.

5.5 Efficiency of Cavitation Damage Mitigation. Our goal
is to evaluate the mitigation of the cavitation damage by the
bubble injection, i.e., to find the ratio between the overall impact
on the container from the collapses of cavitation bubbles in the
pure mercury and the mercury with nondissolvable gas bubbles.
As mentioned in Sec. 5.2, we needed only to compare the average
collapse pressure Pc. It is worth pointing out that, according to Eq.
�14�, Pc can be factored into two parts, one depending on P and T,
and the other one on pg0, R0. This implies that the ratio between
the two cases �with and without bubble injection� is independent
of the size of the initial nucleus and amount of gas in it as long as
pg0� P.

To estimate quantitatively the efficiency of the cavitation miti-
gation on the entrance window by the bubble injection, we found
the average collapse pressure in each period and took the sum
over all the periods of the attenuating sinusoidal pressure wave
given in Eq. �12�. In other words, we defined

S = �
n=0

�

Pc�Pw�nT�,T� = �
n=0

�

Pc�Pw0e−�nT/��,T� �15�

where the summand is the average collapse pressure in the nth
period. The overall cavitation damage is proportional to S. The
ratio of S in pure mercury and S in bubbly mercury was defined to
be the mitigation efficiency, i.e.,

E��,R� =
S�� = 0�
S��,R�

�16�

where � and R are the volume fraction and mean radius of the
injected bubbles. Combining Eqs. �14� and �15�, we obtain

S � KPw0
1.25T1.50�

n=0

�

e−1.25�nT/�� = K
Pw0

1.25T1.50

1 − e−1.25T/� �17�

where K is a coefficient depending only on the cavitation nucleus
and cancels in E.

Using the data in the paragraph following Eq. �12�, we found
that E��=2.5% ,R=1.0 mm�=32.7. Varying � and R in the simu-
lation of pressure wave propagation we can easily measure the
corresponding efficiency. For example, when �=0.53% and R
=0.5 mm, we found Pw0=450 bar, �=44 �s, T=16 �s. From
Eqs. �16� and �17�, E�0.53% ,0.5 mm�=42.9.

Therefore, we have confirmed the mitigation of cavitation
through the injection of nondissolvable gas bubbles. The bubbles
absorb/disperse the energy and rapidly attenuate the pressure on
the entrance window of the SNS target so that the cavitation lasts
for much shorter time. The simulation results will be compared to
experimental data from the SNS group on bubble injection and
cavitation mitigation once they are available.

6 Conclusion
Through the comparison of numerical simulations with experi-

ments and theoretical predictions on the propagation of acoustic
and shock waves in bubbly fluids, the direct approach to the simu-
lation of bubbly flows using the method of front tracking and the
FronTier code has been validated. The method has a variety of
current and prospective applications, such as Rayleigh-Taylor in-
stability �35,36� and cavitating flows �29�. For cavitating flows,
the dynamics of vapor bubble phase boundaries was resolved in
the simulations of atomization of a high speed jet, and the tracking
of the bubble surfaces was extended to dynamically created
bubbles.

The pressure wave relaxation in bubbly mercury in the SNS
target has been investigated numerically using the FronTier hydro
code. The estimation of cavitation bubble collapse pressure under
periodic ambient pressure has been carried out systematically. The
efficiency of the mitigation of overall cavitation damage by the
injection of bubbles has been calculated. The overall cavitation

Fig. 7 Bubble size evolution with different �0. R0=1.0 �m,
pg0=0.01 bar, P=100 bar, T=20 �s.

Fig. 8 The first collapse pressure Pc versus �0 under the sinu-
soidal pressure waves with different amplitude P and period T.
The solid line and the dashed line correspond to the pure mer-
cury, the dotted line and the dashed-dotted line correspond to
the mercury filled with air bubbles of radii 1.0 mm and volume
fraction of 2.5%.
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damage has been found to be reduced by more than an order of
magnitude through the injection of gas bubbles with volume frac-
tion of order 1%. Therefore the use of layers of nondissolvable
gas bubbles as a pressure mitigation technique to reduce the cavi-
tation erosion has been confirmed.
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Near-Field Flow Measurements of
a Cavitating Jet Emanating From
a Crown-Shaped Nozzle
The effect of a crown-shaped nozzle on cavitation is studied experimentally in the near-
field of a 25 mm diameter (D) water jet at ReD=2�105 using particle image velocimetry
(PIV) and high speed shadowgraphy recorded with a 5000 fps digital camera. The ob-
jectives are to passively control the jet flow structure and to examine its consequences on
the physical appearance of cavitating bubbles. The experiments are performed in a
closed-loop facility that enables complete optical access to the near-nozzle region. The
cavitating and noncavitating mean velocity fields are obtained up to three nozzle diam-
eters downstream and compared to those of a companion round nozzle. PIV measure-
ments are taken in two distinct azimuthal planes passing through the tip and bottom
points of the crown nozzle edge. The data include shear layer momentum thickness and
vorticity thickness, spanwise vorticity distribution and streamwise normal Reynolds
stress. Significant deviation from an axisymmetric shear layer is observed in the noncavi-
tating flow consistently up to one diameter downstream, after which identical asymptotic
conditions are achieved in both round and crown-shaped nozzles. Maximum magnitudes
of spanwise vorticity and streamwise normal Reynolds stress are the highest downstream
of the nozzle tip edges under noncavitating conditions. Significant modifications in trends
and magnitudes are observed for the shear layer momentum thickness under cavitating
conditions up to one diameter downstream. Qualitative flow visualization reveals that
bubble growth occurs at different conditions depending on azimuthal location. Bubbles,
in the form of elongated filaments, are the dominant structures produced downstream of
the valley edges of the nozzle with an inclination of 45 deg with respect to the direction
of the flow, and are observed to persist with significant strength up to two diameters
downstream. These filaments are stretched between periodic larger-scale, spanwise bub-
bly clusters distorted in the shape of the nozzle outlet. The tip edges produce cavitating
bubbles under conditions similar to that of a classical round nozzle. In summary, it was
demonstrated that passive control of turbulent structures in the jet does impact the cavi-
tation process. �DOI: 10.1115/1.2717615�

1 Introduction
This paper presents an experimental investigation of a water jet

at relatively high Reynolds number emanating from a conically
tapered, crown-shaped nozzle and explores its effect on cavitation
in the near-field flow. Cavitation phenomena occur when a gas-
eous cavity is subject to a local pressure equal to or lower than the
vapor pressure �1�. Unstable growth of the nucleus is followed by
catastrophic collapse, which is a source of acoustic vibration and
erosion if near a solid boundary. Levels of pressure sufficiently
low for inception are possible within shear flows in the cores of
vortical structures �2,3�. A cavitation number is typically defined
by ���P− Pv� / � 1

2�U�
2 �, where P is the mean static pressure, Pv is

the vapor pressure, and � is the density of the liquid, and U� is the
jet velocity. The onset of cavitation in a submerged jet was studied
experimentally by Gopolan et al. �4� in a 50 mm diameter �D�
round jet at ReD=5�105. When the boundary layer was initially
laminar, inception occurred in the cores of strong streamwise vor-
tices in the near-field �x /D�0.55� with inception indices of 2.5,
with bubbles in the form of inclined “cylinders.” When the bound-
ary layer was tripped, inception was delayed downstream �x /D
�2� with inception indices of 1.7, in the form of distorted
“spherical” bubbles found in the cores of spanwise vortex rings.
Their study showed that cavitation inception is sensitive to the

initial state of the shear layer and the vortical structure of the
near-field flow. Trends of the incipient cavitation number with jet
velocity, nozzle size or nuclei content are still under investigation,
as reported in the review of Arndt �3�.

Promotion of cavitation in submerged jets is a practical means
to improve the efficiency of processes such as medical disinfec-
tion or material cutting. Passive control at the nozzle exit, e.g.,
modifying the outlet geometry, can alter the underlying structure
of the near-field flow and subsequently affect cavitation in the
shear layer. Nozzles of indeterminate origin are nozzles with a
round cross section but in which the axial projection of the outlet
edge varies around the circumference �5�. Different outlet geom-
etries have been studied to attempt perturbing the development of
vortex rings by injecting longitudinal vorticity at the origin of the
shear layer. Webster and Longmire �6� performed experiments on
inclined nozzles and observed an influence of the nozzle exit
plane angle on pairing process, vortex rings inclination, shear
layer growth, along with deviations from axisymmetric spreading.
Longmire et al. �7� studied crown-shaped nozzles for both forced
and unforced flows and reported significant azimuthal asymmetry.
Observations were explained by the presence of longitudinal vor-
tices attached to typical vortex rings, causing different entrain-
ment of ambient fluid according to azimuthal location. Shu et al.
�8� investigated the formation of pairs of counter-rotating stream-
wise vortices in crown-shaped nozzles. They showed that incur-
sion of ambient fluid downstream of the bottom edges at the
nozzle outlet resulted in radial excursion of jet fluid by vortex
pairs downstream of the tip edges due to reorganization of vortex
pairs and corresponding to Biot-Savart self-induction.
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In this paper, particle image velocimetry �PIV� is used to ex-
amine the velocity field downstream of a crown-shaped nozzle in
the near-nozzle region. High speed shadowgraphy is used to visu-
alize the growth of freestream nuclei. Considerations of bubble
collapse and values of cavitation inception numbers are beyond
the scope of the present paper. Our objective is to investigate the
effect of a crown-shaped geometry on the near-field flow of a jet
at developed cavitating conditions and visualize whether the alter-
ations of the flow field are substantial enough to affect nuclei
growth. It is hypothesized that longitudinal vortices formed down-
stream of the nozzle bottom edges contribute to cavitation in the
near-nozzle region. To date, experimental studies have not inves-
tigated the influence of a change in nozzle edge geometry on the
cavitation process at large-scale and/or small-scale. This question
will be addressed by the present paper through experimental ob-
servation of a cavitating jet emanating from a crown-shaped
nozzle. Our measurements show that the development of the shear
layer is altered by the nozzle geometry, and inclined elongated
bubbles are observed in the cores of secondary vortices down-
stream of valley edges and coexist with bent spanwise primary
vortices up to approximately one diameter downstream. Specific
objectives of this paper include: �i� comparison of the velocity
fields of a round and a crown-shaped nozzle under noncavitating
and developed cavitating conditions; �ii� qualitative comparison of
visual occurrence of cavitation between a round and a crown-
shaped nozzle.

2 Experimental Setup and Procedure

2.1 Flow Facility and Crown-Shaped Nozzle. The experi-
ments were performed in a closed-loop water jet-cavitation facil-
ity shown schematically in Fig. 1. The cylindrical test chamber is
made of acrylic to allow complete optical access and is entirely
filled with water. Its dimensions are 23 cm in diameter by 60 cm
in length. The flow is driven by a 7.5 HP centrifugal pump
�12 l / s� located downstream and 1 m below the nozzle to avoid
cavitation from freestream nuclei produced by the pump itself.
The flow rate through the test chamber is measured with an ultra-
sonic flowmeter �GE Panametrics TransPort, Model PT878� and
regulated with a bypass valve located between the pump inlet and
the reservoir. Closing the bypass valve produces a drop of pres-
sure inside the test chamber and increased suction through the
nozzle. The resulting jet velocity varies with the inside pressure.
The facility allows only growth of nuclei inside the test chamber.
The jet mean velocity at the nozzle exit plane, U�, is fixed at
7 m/s and 11 m/s when the flow is not cavitating and cavitating,
respectively. The Reynolds number based on jet diameter is 1.5
�105 and 2.5�105, corresponding to cavitation indices of 2.6
and 0.4, respectively. The dissolved oxygen content is 8 mg/ l for
all experiments and is measured with a dissolved oxygen meter

�Extech Instruments, Model 407510�. Water in the facility con-
tains only naturally present nuclei and is kept at rest in the reser-
voir at 0.2 bar below atmospheric pressure before each run for an
extended period, typically 3 h. Nuclei content of the flow within
the facility cannot be directly controlled and is not monitored
during a run. Honeycombs are used to reduce swirl and freestream
turbulence upstream of the nozzle. The jet has a diameter D
=2.54 cm and issues from a smooth fifth order polynomial con-
traction of 2:1 diameter ratio.

Two different 2.6 mm long nozzles are used in the experiments,
as shown in Fig. 2�a�. The 4-point conically tapered crown-shaped
nozzle has an initial wall thickness of 3.8 mm. The depth of the
valleys from the exit edge is 8 mm and the angle is 90 deg. Coni-
cal tapering starts at a distance 14.7 mm from the exit edge.

2.2 Particle Image Velocimetry System. All of the PIV mea-
surements are recorded in the near-field of the nozzle exit �from

Fig. 1 Schematic of the experimental facility

Fig. 2 „a… „i… Schematic representation of the crown-shaped
and round nozzles; „ii… planes and region of PIV measurements.
„b… PIV mean velocity field of the round nozzle under noncavi-
tating conditions.
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x /D=0 to 2.8 and from r /D=0 to 1.3� as indicated by the coor-
dinate system �x ,r� in Fig. 2�a�. The origin of the coordinate
system is located at the intersection between the jet centerline and
the exit plane. The laser sheet is produced by a dual-head,
frequency-doubled Nd:YAG laser capable of 300 mJ/pulse. The
laser sheet coincides with the vertical azimuthal plane passing
through the centerline of the nozzle. Because of the asymmetry in
the crown-shaped nozzle, two different azimuthal planes are stud-
ied: the “peak” plane includes two points diametrally located at
the top of the nozzle exit edge, while the “valley” plane includes
two points diametrally located at the bottom of the nozzle exit
edge, as indicated in Fig. 2�a�. The nozzle is rotated accordingly
to the selected plane of interest. Images of the jet shear layer are
recorded using a 2048�2048 pixels, 12-bit gray-level digital
camera �TSI Powerview, Model 630149-G�. Analysis of the vector
field is performed with a commercial FFT-based algorithm �TSI,
Insight 5.1� using cross-correlation, and validated with a median
filter. The window size is 64�64 pixels �2.5�2.5 mm� and grid
size is 32�32 pixels to allow 50% overlap between adjacent win-
dows. The corresponding vector density is 128 vectors/cm2. Un-
der noncavitating conditions, silver-coated hollow glass spheres
are used to seed the water. These particles have a mean diameter
of 13 �m and a specific gravity between 1.6 and 1.7. Under cavi-
tating conditions, neutrally buoyant fluorescent particles of 20 �m
diameter are used. These particles are dye-colored �rhodamine 6G
and dichlorofluorescein� and emit light at 573 nm wavelength. A
notch interference filter is installed in front of the CCD sensor
inside the camera to reject light emitted by bubbles and transmit
only fluorescent light from the seeding particles. Both types of
particles have a Stokes number of the order of 0.01 and thus can
be considered as tracers in the flow. The dimensions of the cylin-
drical test chamber and the location of the interrogation region
near the centerline are such that radial measurements do not re-
quire correction for optical distortion by the cylindrical interface
when comparing the flow fields between the two nozzles.

2.3 High Speed Shadowgraphy Setup. Flow visualization
using shadowgraph illumination is used to investigate the physical
appearance and motion of cavitating bubbles. Instantaneous im-
ages are captured using a high speed camera �NAC Memrecam,
Model fx6000� with a shutter speed of 1/5000 s. The framing rate
is 3000 images per second at 1280�344 pixels resolution and
5000 images per second at 640�344 pixels resolution. Because
air bubbles tend to accumulate on top of the test chamber, the flow
field is imaged from below. Backlighting is produced by an
opaque white screen illuminated by a 500 W lamp placed oppo-
site to the camera. Recirculation of large bubbles in the vicinity of
the jet reduces the image quality. However those bubbles move
considerably slower than the freestream nuclei embedded within
the shear layer. Thus, cavitating structures are distinguished with-
out ambiguity from background shapes by viewing sequences of
images frame by frame.

2.4 Experimental Uncertainty. For each experimental con-
figuration, a typical ensemble of 2000 instantaneous PIV realiza-
tions is averaged to achieve convergence of higher order statistics
and streamwise normal Reynolds stress. A small fraction of vec-
tors ��5% � in the �x ,r� plane vector field is discarded by filtering
because of unpaired particles owing to out-of-plane motions aris-
ing from three-dimensionality. Under cavitating conditions, some
velocity vectors cannot be determined wherever bubbles are
present in the PIV image, those locations are not utilized to com-
pute the mean velocity field. The uncertainty in particle displace-
ment is estimated to be less than ±2% based on the pixel resolu-
tion of the image. Pixel displacement error is combined with
processing errors at a 95% confidence interval following the
method of Moffat �9� to yield an uncertainty in the measured
streamwise mean velocity of ±3%, cross-stream mean velocity of

±30%, maximum mean spanwise vorticity of ±5% and stream-
wise normal Reynolds stress of ±4%. Detailed calculations are
available in Poussou �10�.

3 Structure of the Near-Field Flow of the Jet
PIV measurements are taken in the near-field flow of the crown-

shaped nozzle from x /D=0 to 2.8 and from r /D=0 to 1.3, and
compared to those of the reference round nozzle. The mean ve-
locity field measured for the round nozzle under noncavitating
conditions is provided in Fig. 2�b�. The Reynolds number for each
configuration—round nozzle, peak plane, and valley plane—is
ReD=1.5�105 under noncavitating conditions �U�=7 m/s and
�=2.6� and ReD=2.5�105 under cavitating conditions �U�

=11 m/s and �=0.4�. For consistency in the plots, a specific sym-
bol is assigned to each configuration: � for the round jet, � for
the peak plane, and � for the valley plane.

3.1 Shear Layer Momentum Thickness. The normalized
momentum thickness of the shear layer, � /D, is calculated as

�

D
��

0

�
u

U�
�1 −

u

U�
	 1

D
dr �1�

and averaged over the lower and upper halves of the jet. Under
noncavitating conditions shown in Fig. 3 �a,i�, the jet momentum
thickness of the round nozzle, peak plane, and valley plane each
exhibit linear growth at an identical rate of d� /dx=0.038, which
compares favorably to 0.037 measured by Hussain and Zedan �11�
in the boundary layer initially tripped of a round air jet at ReD
=1.4�105. The valley plane has the highest values of � /D which
are 0.011 greater than the other cases because in this plane, the
shear layer forms at the bottom point of the valley 0.3D upstream
of the origin of the coordinate system x /D=0. The cross-sectional
exit plane containing the peaks was chosen as the origin for the
coordinate system because we investigate possible interactions be-
tween the structures in peak and valley planes downstream of this
location. Under cavitating conditions shown in Fig. 3 �a,ii�, the
growth rate for the round nozzle is reduced to 0.033. The momen-
tum thickness in the valley plane grows faster than that of the
round nozzle up to x /D=1 and stabilizes downstream at the same
growth rate as the round nozzle. The momentum thickness in the
valley plane continues to be higher than in the round nozzle over
the entire region of measurement. In the peak plane, the momen-
tum thickness is higher than that of the round nozzle by a constant
difference up to approximately x /D=1, after which the growth
rate decreases. The deviations observed along the peak curve are
due to low density of seeding particles within the cavitating shear
layer. Figure 3�b� displays the differences in the thickness evolu-
tion induced by cavitation for each configuration. The trends of
the round nozzle and valley plane are very similar, as shown in
Figs. 3�b,i� and 3�b,iii�. The presence of developed cavitation does
not yield significant changes in shear layer growth rate, which is
consistent with O’Hern �2�, and Iyer and Ceccio �12�. The peak
plane exhibits in Fig. 3�b,ii� a large deviation of quasi-constant
amplitude upstream of approximately x /D=1 under cavitating
conditions. Thus, measurements of the momentum thickness in
the developed cavitating shear layer suggest that near x /D=1,
substantial changes occur in vortical structure and bubble growth.

3.2 Maximum Spanwise Vorticity. The normalized magni-
tude of the spanwise vorticity �perpendicular to the plane of the
light sheet�, � / �U� /D�, is computed for each configuration over
the entire region of measurement. The corresponding maximum
values found at each x /D are averaged over the lower and upper
halves of the jet, and the resulting value is plotted versus axial
distance from the origin. Under noncavitating conditions shown in
Fig. 4�a,i�, the peak and valley planes have higher spanwise vor-
ticity than the round nozzle up to x /D=1. The peak plane exhibits
the largest magnitude, followed by the valley plane whose vortic-
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ity has decayed because turbulent mixing in this plane starts up-
stream of x /D=0. Downstream of x /D=1, all three configurations
achieve the same asymptotic conditions. Under cavitating condi-
tions shown in Fig. 4�a,ii�, the peak and valley planes have iden-
tical evolution over the measurement region with vorticity magni-
tudes significantly lower than that of the round nozzle.
Comparison of the vorticity evolution without and with cavitation
are plotted in Fig. 4�b�. For the round nozzle, the presence of
cavitation does not induce significant changes in trend and mag-
nitude, whereas the peak and valley plane experience major
changes upstream of x /D�1 before asymptoting downstream.
These measurements of the maximum spanwise vorticity suggest
that the cavitating flows are different in the two nozzles upstream
of x /D�1.

3.3 Shear Layer Vorticity Thickness. The normalized vor-
ticity thickness of the shear layer, 	� /D, is estimated by the fol-
lowing expression:

	�

D
�

1


�
max
�

o

�


�

1

D
dr �2�

and averaged over the lower and upper halves of the jet. Under
noncavitating conditions shown in Fig. 5�a,i�, all three configura-

tions exhibit similar trends and magnitudes. This is consistent
with the previous observation of the evolution of the momentum
thickness in Sec. 3.1. The round nozzle shows a growth rate,
d	� /dx=0.175 between x /D=1 and 2.5. Brown and Roshko �13�
reported values of the growth rate between 0.145 and 0.22 in a
one-stream planar mixing layer. Our value for the present axisym-
metric shear layer is in agreement, because curvature effects on
shear layer growth are not significant in the very near-field flow.
Under cavitating conditions, shown in Fig. 5�a,ii�, the peak and
valley planes both exhibit a common trend for the vorticity thick-
ness that is significantly higher than that of the round jet, as ex-
pected from the evolution of the maximum vorticity described in
the previous section. The round nozzle has a lower growth rate for
its vorticity thickness when cavitation occurs, which is consistent
with the evolution of the momentum thickness.

3.4 Normal Reynolds Stress in the Streamwise Direction.
The turbulent fluctuations of the velocity in the streamwise direc-
tion are estimated by substracting the mean jet velocity from the
instantaneous streamwise velocity. The resulting mean normal
Reynolds stress �u�2� is averaged over the lower and upper halves
of the jet and normalized by U�

2 . Under noncavitating conditions,
shown in Fig. 6�a,i�, the peak plane shows the highest values of

Fig. 3 „a… Streamwise development of the normalized momen-
tum thickness „i… without cavitation and „ii… with cavitation. „b…
Streamwise development of the normalized momentum thick-
ness of the „i… round nozzle, „ii… peak plane, and „iii… valley
plane.

Fig. 4 „a… Streamwise development of the normalized maxi-
mum spanwise vorticity „i… without cavitation and „ii… with cavi-
tation. „b… Streamwise development of the normalized maxi-
mum spanwise vorticity of the „i… round nozzle, „ii… peak plane,
and „iii… valley plane.
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normal stress up to x /D=1, reaching values 65% larger than that
of the round nozzle at x /D=0.5. All configurations reach the same
asymptotic value of 0.029. The measurements reported by Hus-
sain and Zedan �11� for the velocity fluctuation intensity in an
axisymmetric boundary layer initially tripped yield a streamwise
normal Reynolds stress of 0.031. Our observed decreasing trends
agree with those reported by Bell and Mehta �14�, and Browand
and Latigo �15�. Both studies reported asymptotic values of 0.027
downstream of a plane shear layer, in favorable agreement with
the present value, and highest values of the order of 0.06 at the
origin, whereas maximum values reported herein are significantly
higher than 0.1. These measurements under noncavitating condi-
tions of the normal streamwise stress suggest significant azimuthal
deviation in the peak plane compared to the round nozzle. Under
cavitating conditions shown in Fig. 6�a,ii�, peak and valley planes
collapse onto the same curve and reach a similar plateau in the
very near-field flow. From the uncertainty estimation, no conclu-
sion is possible on the relative differences between peak and val-
ley planes.

3.5 Summary of PIV Data. Under noncavitating conditions,
the growth rate of the shear layer is approximately the same for
the round and crown-shaped nozzles, although the shear layer
thicknesses are different. The modified jet lacks axisymmetry, as

indicated by the momentum thickness being larger in the valley
plane. The spanwise vorticity produced by the crown-shaped
nozzle reaches higher magnitudes than in the round nozzle, which
can be explained by the tapered exit of the crown-shaped nozzle.
The peak plane shows higher levels of streamwise normal Rey-
nolds stress up to one diameter downstream.

Under cavitating conditions, the changes observed for the vor-
ticity magnitude and normal stress in each configuration at a par-
ticular location �x /D=1� suggest an interaction of the vortical
structures produced by the peaks and the valleys. The spanwise
vorticity and normal stress follow the same evolution in trend and
magnitude in both peak and valley planes. The round nozzle does
not undergo significant modifications contrary to the crown-
shaped nozzle, suggesting that cavitation occurs differently in the
two nozzles.

The differences in flow physics induced by cavitation might be
explained by the hypothesis of Belahadji et al. �16�. They suggest
that the rate of vortex stretching can be decoupled from the rota-
tion rate in a streamwise vortex because of gas phase trapped in
the core, allowing streamwise velocity fluctuations to be decou-
pled from spanwise fluctuations. Iyer and Ceccio �12� further ex-
plained that the pressure in the core of a cavitating vortex can
remain constant because vortex stretching results only in more
vaporization while the core diameter remains constant. They ob-

Fig. 5 „a… Streamwise development of the normalized vorticity
thickness „i… without cavitation and „ii… with cavitation. „b…
Streamwise development of the normalized vorticity thickness
of the „i… round nozzle, „ii… peak plane, and „iii… valley plane.

Fig. 6 „a… Streamwise development of the normalized maxi-
mum normal stress „i… without cavitation and „ii… with cavita-
tion. „b… Streamwise development of the normalized maximum
normal stress of the „i… round nozzle, „ii… peak plane, and „iii…
valley plane.
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served that the development of vortical structures in the shear
layer is not significantly affected by the presence of cavitation and
averaged velocities are conserved. The use of the PIV technique is
also affected by the presence of cavitation, because of the com-
plex interactions between seeding particles and bubbles.

4 Visualization of Bubble Growth
High speed shadowgraphy was used to investigate the shape

and orientation of the bubbles within the shear layer and to pro-
vide information on the physical effect of the crown-shaped ge-
ometry on cavitation. The cavitating conditions correspond to
those in which PIV measurements were acquired. A visual method
is used in this study to provide a qualitative description of bubble
growth. Rigorous determination of incipient cavitation indices is
beyond the scope of this investigation. As pointed out by Arndt
�3�, visual observation �with the naked eye� of cavitating bubbles
can be misleading, as nuclei within large coherent structures can
be activated in smaller eddies and migrate by convection.

In the round nozzle case, expansion of single freestream nuclei
was observed in the cores of streamwise vortices at an axial dis-
tance between x /D=0.4 and 0.6 as illustrated in Fig. 7�a�. Those
observations are consistent with Gopolan et al. �4�, reporting in-
ception at x /D=0.55. Observations also showed aggregation of
nuclei downstream in larger-scale spanwise structures that started
to roll-up at x /D�1 at a wavelength of 0.4D, compared to
0.25D–0.3D in a cavitating smooth jet �4�. Vortex pairing was
observed about x /D=2 and 4, thus suggesting a wavelength of
1.6D at the end of the potential core at x /D�5. This value agrees
with the wavelength 1.6D of the helical mode in a turbulent round
jet calculated by Michalke �17�. The convection axial velocity of
the vortex rings was measured to be u /U�=0.57, yielding an es-
timation for the Strouhal number based on diameter of StD=0.35.

In the crown-shaped nozzle downstream of the peaks, spanwise
bubbly clusters of relatively large scale �
3 mm� were produced
with size and wavelength akin to that of the round nozzle. Growth
of freestream nuclei was visually observed within streamwise vor-

tices at the axial location x /D=0.6, similar to the location re-
ported for the round nozzle, followed by roll-up of spanwise vor-
tices at x /D�1.

Downstream of the valleys, one observation was the typical
periodic formation of large-scale spanwise vortices bent in a shape
following the edge of the valley as shown in Fig. 7�b�. In this
figure, a large air bubble is entrained within the shear layer at the
bottom point of a valley and its fragmentation provides enough
nuclei to make low-pressure structures visible. The downstream-
most round blob and curved bubbly structure observed near the
edge form during different phases of the Kelvin-Helmholtz vortex
shedding process. The more uniform structure occurs in the vicin-
ity of a “braid region,” whereas the curved shape is associated
with the spanwise vortex ring passage. As they are convected
downstream to regions of lower pressure, the curved vortices ex-
pand in the azimuthal direction and the curvature progressively
decreases. This observation is consistent with that of Longmire et
al. �7� reporting significant distortion of large-scale vortex rings of
smoke produced by a two-peak crown-shaped nozzle. A second
observation was the repetitive production of smaller-scale vortices
by the inclined edges of the valley up to x /D=0.5, in the form of
filaments oriented inward the jet with ends attached to the larger
structures convected downstream. Their major axis was in the
plane formed by the edges of the valley, forming a 45 deg angle
with the direction of the flow. These structures were visualized by
single continuous, elongated gaseous cylinders with a well-
defined interface, suggesting low levels of pressure. They were
observed to pair and persist downstream with significant strength
until x /D=2.5. The two types of structures are schematically il-
lustrated in Fig. 8. These observations can be interpreted based on
the results of Shu et al. �8�. Incursion of surrounding quiescent
fluid into the jet was observed at the bottom points of the valleys
because of local pressure minima �Longmire et al. �7��, resulting
in the formation of counter-rotating pairs of streamwise vortices.
In the present experiment, this incursion process suggests that
pairs of inclined vortex filaments can be created downstream of

Fig. 7 „a… High speed photograph sequence showing bubble growth downstream of the round nozzle „0.3 ms
interval between each image at 0.2 ms exposure time, viewed from left to right…. „b… High speed photograph
sequence showing bubble growth downstream of a valley in the crown-shaped nozzle „0.3 ms time interval
between each image at 0.2 ms exposure time, viewed from left to right….
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the valleys and stretched in the braid region between two consecu-
tive large-scale spanwise, as shown in Fig. 8, further reducing the
core diameter and local pressure to levels sufficiently low to acti-
vate freestream nuclei. These secondary structures compete with
the formation of vortex rings downstream of the valleys, explain-
ing why fewer large-scale structures were observed downstream
of the valleys than downstream of the peaks. In summary, visual
observations suggest that the crown-shaped nozzle introduces
strong longitudinal vorticity in the shear layer in the form of in-
clined vortices. It is precisely these secondary vortices produced
by the valleys that are of particular interest in control of cavitation
inception, as secondary vortices have been found to have a pro-
found effect on nuclei activation in the near-field flow of a round
jet �Gopolan et al. �4��.

A time-averaged view of the near-field flow �Fig. 9� confirms
that bubbles growth within visible large-scale structures follows
the geometry of the nozzle outlet. Downstream of the peaks,
bubbles reached macroscopic size at a distance of 0.6D from the
edge compared to 0.25D downstream of the valleys.

Instantaneous photographs �Fig. 10� of large air bubbles en-
trained within the shear layer at the bottom point of valleys

showed fragmentation into smaller bubbles and azimuthal expan-
sion inside the shear layer at an angle of 16 deg measured from
the direction of the flow. The angle suggests that the perturbations
downstream of the two points where a valley meets the exit plane
can intersect downstream of the nozzle at an estimated distance of
0.9D, which is close to the characteristic distance x /D=1 noted in
the PIV measurements. This is consistent with the present obser-
vation of measured quantities �vorticity, Reynolds stress� reaching
same asymptotic values in both the round and crown-shaped
cases, which suggests a reorganization of the shear layer vortical
structure downstream of x /D�1. Shu et al. �8� also reported that
the shear layer momentum thickness of a jet at ReD=1�104 un-
derwent significant deviations downstream of x /D=1, which they
explained by reorganization of streamwise vortices.

5 Summary and Conclusions
A 25 mm diameter jet emanating from a crown-shaped nozzle

at ReD=2�105 was studied under noncavitating conditions �cavi-
tation index �=2.6� and cavitating conditions ��=0.4� and com-
pared to a reference classical round jet. Under noncavitating con-
ditions, the modified shear layer lacked axisymmetry depending
on azimuthal location. Downstream of the peaks, the shear layer
achieved maximum values of the streamwise normal Reynolds
stress, which were 65% greater than those measured in the round
nozzle, as well as higher spanwise vorticity levels. The growth
rate of the shear layer was not significantly altered by the crown-
shaped geometry although its thickness was. When cavitation oc-
curred, the magnitudes and trends of the spanwise vorticity and
streamwise normal Reynolds stress were affected in similar man-
ners downstream of the peaks and valleys. The main finding of
this investigation is the particular effect of the nozzle outlet ge-
ometry on the physical appearance of cavitating bubbles and their
evolution. Although bubble growth downstream of the peaks was
similar to that observed in a classical round nozzle, cavitation
occurred downstream of the valleys in the cores of strong second-
ary inclined vortices. Bubbles resembled small-scale, elongated
cylinders oriented 45 deg with respect to the flow direction and
were contained in the plane formed by the edges of the valley.
Spanwise larger-scale bubbly structures were significantly bent,
approximately following the shape of the nozzle outlet. These
results suggest that the introduction of longitudinal vorticity at the
exit of the crown-shaped nozzle profoundly alters the structure of
the shear layer in the near-nozzle region up to one diameter down-
stream, and contributes to the formation of secondary inclined
vortices that are known to determine cavitation inception. Thus,

Fig. 8 Schematic of the gas phase structures observed down-
stream of the valleys

Fig. 9 Time-averaged view „30 ms exposure time… of the cavi-
tating jet emanating from the crown-shaped nozzle. Illumina-
tion by a laser beam crossing the shear layer along a vertical
diameter.

Fig. 10 Instantaneous photograph showing breakdown and
azimuthal expansion of a large bubble being entrained within
the shear layer at the bottom of a valley
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passive control of turbulent structures in the shear layer of a de-
veloping jet emanating from a crown-shaped nozzle has potential
for control of the cavitation process.
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Large-Eddy Simulation With
Simplified Collisional
Microdynamics in a High
Reynolds Number Particle-Laden
Channel Flow
Computing high Reynolds number channel flows laden by heavy solid particles requires
excessive CPU resources to calculate interparticle collisions. Since the frequency of these
collisions is high, the kinematic details of each elementary collision may not be essential
when calculating particle statistics. In this paper, the dynamics of a particle with a phase
trajectory that is discontinuous (due to collisions) is simulated using a hypothetical
“noncolliding” particle moving along a trajectory smoothed over interparticle collisions.
The statistical temperature of this particle is assumed to be in equilibrium with the
statistical “temperature” of the resolved turbulence. This simplified microdynamic is
introduced into ballistic calculations of particles within the framework of the “two-way”
LES approach. The simulation was conducted specifically to compare the velocity statis-
tics of the hypothetical particle with statistics yielded by measurements in the gas/particle
channel flow and by the LES/particle approach where binary collisions were simulated.
This paper shows that, by assuming the universality of collisional microdynamics, one
may predict the experimental observation and the results of detailed simulations without
requiring supplementary CPU resources to compute the binary collisions.
�DOI: 10.1115/1.2717619�

Keywords: particle and turbulent flow, interparticle collisions, LES/particle approach

Introduction
High Reynolds number turbulent flows with immersed particles

occur in many industrial applications, including particulate trans-
port, pollution control, and pulverized coal combustion. This prac-
tical interest led to laboratory studies of interaction between par-
ticles and carrier turbulent flow. One interdependent phenomena
of this interaction is the effect of interparticle collisions. Extensive
experimental studies of a high-Reynolds number turbulent chan-
nel flow, laden by 70 �m copper particles, were conducted by
Kulick, Fessler, and Eaton �1�, and Fessler, Kulick, and Eaton �2�.
These studies observed that in this flow, �i� particles did not ef-
fectively change the mean velocity of the flow; �ii� the particles’
velocity profile had a particularly flattened form; and �iii� particles
attenuated the gas phase turbulence. These interesting results mo-
tivated Benson and Eaton �3� to carry out an additional experi-
mental investigation using 150 �m glass particles. This study
considered two channel wall types: a wall with a specified rough-
ness, and a wall assumed to be perfectly smooth. In the channel
with rough walls, they reproduced the results reported by Kulick
et al. �1�. However, in the channel with smooth walls, the particle
effects were less pronounced. This was explained by the scattering
effect of wall roughness; due to irregular rebounding from the
rough wall, the frequency of interparticle collisions near the wall
may be substantially increased, initiating the redistribution of par-
ticle velocities across the channel. The experiment of Kussin and
Sommerfeld �4� in a narrow horizontal channel with rough walls
emphasized the role of particle cross-channel rebounding from

rough walls. This effect decreased the averaged transport veloci-
ties of particles and increased the fluctuations across the channel.
However, Sommerfeld and Kussin �5� showed that effect of par-
ticle rebounding across the channel becomes weaker with increase
of high of the channel.

Developing CFD codes for predicting turbulent two-phase flow
behavior is needed for experimental investigation and will aid in
the design of industrial systems. Modeling particle-particle colli-
sions is of primary importance for providing accurate predictions
and effectively using CPU resources.

During the past several years, it has been recognized �Moin and
Kim �6�� that the large eddy simulation �LES� approach with the
universality assumption at small-scale turbulence provides accu-
rate local estimates of statistical quantities for high-Reynolds
number turbulent gas flow. Recently, Saveliev and Gorokhovski
�7� used renormalization-group transformation to show that, in the
LES approach, turbulent viscosity appears from the cumulative
contribution of the molecular viscosity term and not as a result of
averaging of the nonlinear term in the Navier-Stokes equation.
The momentum transport from flow to particles can be predicted
accurately by applying the LES approach for flow computation
with immersed solid particles �Simonin et al. �8�; Boivin et al. �9�;
Apte et al. �10��. The experimental study of Kulick et al. �1�
motivated Wang and Squires �11� to validate this approach for
high-Reynolds number channel gas-particle flow. The LES was
combined with Lagrangian tracking of round particles dragged by
resolved fluid motion. Wang and Squires �11� showed that the
computed velocity of the gas-phase flow corresponds well with
experimental data. However, in the near-wall region, the com-
puted particle velocity differed strongly from the measured veloc-
ity. The lack of a model for interparticle collision was considered
a likely cause of this discrepancy. The LES of the moderate Rey-
nolds number turbulent gas-particle channel flow by simulating
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interparticle collision was performed by Simonin et al. �12� and
Vance and Squires �13�. This study showed that particle-particle
collisions may substantially modify the wall-normal transport of
particles. Particles lagged the flow in the central region of the
channel and led the fluid close to the wall. After Wang and
Squires’s paper �11�, the LES of Yamamoto et al. �14� was also
specifically conducted to model the Kulick’s et al. �1� experiment.
In addition to the approach of Wang and Squires �11�, Yamamoto
et al. �14� simulated the interparticle collision. In this computa-
tion, the particle mean and fluctuating velocities successfully pre-
dicted the experimental profiles of Kulick et al. �1�, especially
regarding the velocity gradients. In these papers, the collision pro-
cess was described by a series of binary collisions with a potential
for hard sphere interaction. Collision occurrences were treated
either using the Monte Carlo approach �Alder and Wainwright
�15� and Bird �16�� or deterministically �Tanaka and Tsuji �17��. If
the number of particles is sufficiently large and the collision
events are correctly detected, these models are highly accurate.
On the other hand, as mentioned by Vance and Squires �13�, com-
puting interparticle collisions is very expensive, requiring signifi-
cantly more CPU resources than gas flow computations. This ex-
pense provides motivation to simplify the simulation of
interparticle collisions. In the approach, proposed by Sommerfeld
�18,19� �see also Sommerfeld �20�, and references therein�, each
tracking particle is also subjected to two hard sphere collisions.
However, the collision partner is chosen stochastically where the
parameters of the hypothetic partner are sampled from a presumed
distribution. The weakness of Sommerfeld’s approach is that the
moments of this distribution must be known from experimental
observations or preliminary computations.

The objective of our paper is to introduce and verify the uni-
versal character assumption of interparticle collisions in highly
turbulent shear flows without kinematic simulating of binary hard
sphere collisions.

Usually, the dynamics of colliding particles are formulated in
the framework of the Boltzmann-type equation. Each Lagrangian
realization of a particle group corresponds to the number density
of points in the phase space, which determines the distribution
function at the given moment �Dukowicz �21�; Gorokhovski and
Saveliev �22��. As time increases, these points form the trajecto-
ries, which are discontinuous due to interparticle collisions. Prob-
lems computing such trajectories are well-known: �i� the unity
vector in the direction of two-body postcollisional relative veloc-
ity must be prescribed �Landau and Lifshitz �23��; and �ii� the
computational time step must be very small �Bird �16��. At the
same time, the strong impact of interparticle collisions on the flow
motion, mentioned in �12,14,17–20�, implies that the frequency of
these collisions is high. Then it is natural to simplify the micro-
dynamics of interparticle collisions. One may introduce a hypo-
thetical “noncolliding” particle that moves along the “smoothed
over all particle-particle collisions” trajectory. In modern kinetic
theory, the hypothetical particle with “effective” collisional dy-
namics is interpreted by renormalizing the Boltzmann equation
�Saveliev and Nanbu �24��. The phase density of smoothly mov-
ing hypothetical particles, governed by the renormalized Boltz-
mann equation, corresponds exactly to the solution of the original
Boltzmann equation.

This paper introduces the formulation of hypothetical particle
motion by using a simple approximation; the statistical particle
“temperature” is in local “thermodynamic equilibrium” with re-
solved turbulence. In terms of LES/two-way coupling, our objec-
tive was to compare the computed velocity statistics with the mea-
sured one in experiments of Kulick et al. �1� and Benson and
Eaton �3�. This paper also compares the numerical predictions
with those obtained by the LES/particle computation, in which the
binary collisions are simulated �Yamamoto et al. �14��. The paper
addresses the question: “Can the computational model, based on
simplified collisional microdynamics, match the measurements
with the same predictability as Yamamoto’s et al. �14� approach?”

2 Simulation Overview

2.1 Motion of a Hypothetical Particle. Consider the dis-
persed two-phase turbulent flow as a system of interacting La-
grangian fluid and solid particles that evolves over time. The ki-
netic description for particles with position r��x1 ,x2 ,x3� and
velocity v��v1 ,v2 ,v3� is specified by the distribution function of
particles f�r� ,v� , t� in the six-dimensional space; for solid particles,
fp�r�p ,v�p , t� and fluid particles, fg�r�g ,v�g , t�. For solid particles, we
write the Boltzmann equation in the following form:

�fp

�t
+ v�p ·

�fp

�r�p

= I�fp, fp� + I�fp, fg� �1�

where two collision operators on the right-hand side, I�fp , fp� and
I�fp , fg�, characterize collisions between solid particles and colli-
sions between solid and Lagrangian fluid particles, respectively.
Assuming a hard sphere collision with a prescribed efficiency, the
first operator in Eq. �1� is usually modeled by the Monte Carlo
method. The form of the second operator is principally unknown.
The total number of solid particles does not change due to colli-
sions; the total momentum of solid particles is also unchanged due
to the solid-solid collision, i.e.,

� d3vpI�fp, fp� = 0 �2�

� d3vpI�fp, fg� = 0 �3�

� d3vpI�fp, fp�vp = 0 �4�

However,

� d3vpI�fp, fg�vp � 0 �5�

Introducing the solid particles number density, np, and the particle
velocity averaged by fp, �vp� fp

= �1/np��d3vpfpvp, the classical ki-
netic approach �Landau and Lifshitz �23�� assumes the solid-solid
particle collision frequency to be high enough that the correlation
of velocities can be identified with the particle temperature of
ordinary statistical mechanics, Tp,

�vp�� vp�� � f0
=

1

3
�vp�

2� fM
��� =

Tp

mp
�6�

where fM is the Maxwellian distribution, mp is the solid particle
mass, and ��� is the Kronecker delta.

Multiplying Eq. �1� by the particle velocity, integrating over all
these velocities, and using Eq. �6� yields

d�vp,�� fp

dt
= −

1

np

�

�x�
	npTp

mp

 +

1

np
� vp,�I�fp, fg�d3vp,� �7�

This motion equation is averaged over all irregularities: the first
term on the right-hand side represents an integrated effect of in-
terparticle collisions; the second term implies the mean rate of the
particle mean velocity change due to all particle-turbulence inter-
actions. These terms must be modeled. The second term in Eq. �7�
is modeled by the interaction with resolved turbulent flow,

��vg,�� fg
− �vp,�� fp

�/�p �8�

where �p is the Stokes time and �vg,�� fg
is the filtered gas velocity

resolved by the LES approach.
With the particle Reynolds dependency from Clift et al. �25�,

the Stokes time in Eq. �8� is
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�p =
�pdp

2

18�g�g

1

1 + 0.15 Rep
0.687 �9�

Two different simple closure assumptions may be proposed to
specify the statistical temperature of particle motion. The first as-
sumption is based on “thermodynamic limit.” Here we consider a
fluid stochastic particle, having mass mg and velocity vg, which
strikes a solid particle of mass mp, and velocity vp, such that the
momentum of fluid particle changes much faster than its kinetic
energy. After many collisions, the velocities of fluid and solid
particles ultimately become statistically independent, �vp ·vg�=0,
implying the average kinetic energy of the two must be equal,
1
2mg�vg

2�= 1
2mp�vp

2�, or in terms of statistical temperatures

Tp = Ttur,g �10�

where Ttur,g is a statistical temperature of fluid particle motion.
According to kinetic definition, Ttur,g may be formally written as

Ttur,g =
2

3
mg�vg�

2�/2 �11�

where the mass of a fluid particle is formally defined here by the
gas density and the volume of the fluid-element mg=�g ·Vol, and
�vg�

2� /2 is the turbulent gas kinetic energy. With Eqs. �10� and
�11�, the considered hypothetical particle changes its velocity
smoothly by the first term in Eq. �7�. The local variation of filtered
gas velocity �in terms of two-way coupling� modifies the trajec-
tory of neighboring hypothetical particles.

Another simple closure of the first term in Eq. �7� may be given
using the Tchen-Hinze theory for the particle kinetic energy in
response to the kinetic energy of fluid velocity fluctuations �see
also Zaichik et al. �26�, Zaichik and Alipchenkov �27�, Reeks �28�,
Wang and Stock �29��

Tp

mp
=

�vg�
2�

3

�L

�L + �p
�12�

This paper identifies the integral Lagrangian time scale �L using
the local time scale computed from the resolved mean kinetic
energy of turbulence and viscous dissipation rate. Hereafter the
computed statistics of a hypothetical particle, �7� and �8�, are com-
pared with the measured statistics of the solid one, using Eq. �10�
or �12�.

2.2 Computational Procedure and Results for Particle-
Free Gas Flow. The LES of particle-laden fully-developed chan-
nel flow with two-way coupling was performed using conditions
specified from Kulick et al. �1� and Benson and Eaton �3�. The
numerical code of Pierce �30� was used for the gas-phase compu-
tation. This code resolves three-dimensional incompressible fil-
tered Navier-Stokes equations on the staggered space-time grid.
The second-order central differences in space and the Crank-
Nicolson discretization in time are applied with semi-implicit nu-
merical integration using Newton-Raphson iterations. The subgrid
momentum transport term was modeled by the dynamic approach
of Germano �Germano et al. �31��. The kinematic air viscosity
was 1.5�10−5 m2/s. We coupled this code in “two ways” with
the Lagrangian particles solver, according to the motion equation
�Eq. �7�� which was completed by gravitational force �see Fig. 1�.
The second order Runge-Kutta schema is chosen for computing
the particle motion. In each time step, the gas flow was computed
first, then the forces acting on particles were calculated and ap-
plied to the particle motion computations. The velocity of gas at
the particle position was obtained by the second order Lagrange
interpolating polynomial �27 nodes�. Finally, the volume averaged
aerodynamic force on each fluid computational cell was calculated
with explicit updating of the fluid motion. At free boundaries, the
periodic boundary conditions were implemented for gas and par-
ticulate phases. In computations, the wall was assumed to be per-

fectly smooth where each particle striking the wall rebounds elas-
tically. The time step fraction required for the considered particle
to contact the wall was computed using precollision quantities.

The local statistical “temperature” in Eq. �11� was defined by
simply associating the volume with the control volume of the
finite-difference mesh,

Ttur,g =
2

3
�g	x	y	z�

�

�vg,� − v̄g,��2/2 �13�

Figure 1 shows the computational configuration. Kulick et al. �1�
experiment computations were performed at Reynolds number
Re�=644, based on friction velocity �u�=0.49 m/s�, and channel
half-width �. This corresponds to the Reynolds number of 13,800
based on the centerline velocity and the channel half-width. We
chose computation parameters similar to Wang and Squires �11�,
with 64�66�64 grid points for the flow resolution in the x, y,
and z directions, respectively, covering the computational domain
5
� /2�2��
� /2. In the streamwise and spanwise directions,
the uniform grid was used �	x+=80.91, 	z+=20.23 in wall coor-
dinates�. In the normal to wall direction, the nonuniform stretched
grid was applied with the first velocity position at y+=0.88. The
particle radius is much smaller than the filter width except very
near the wall, where the particle radius can be comparable to the
wall-normal grid spacing, as seen in both Wang and Squires �11�
and Yamamoto et al. �14�. Thus, the point-particle assumption is
less valid near the wall.

In the case of single-phase flow, Fig. 2 shows the computed
mean velocity �Fig. 2�a�� and the variance in streamwise �Fig.
2�b�� and wall-normal �Fig. 2�c�� directions. These figures com-
pare numerical results with the experiment of Kulick et al. �1� and
the results obtained by Yamomoto et al. �14� and by Wang and
Squires �11�. The agreement between numerical and experimental
velocities is quite good. Additionally, the results in Fig. 2 are
completed with profiles computed by the LES using 192�132
�128 grid points for the flow resolution in the x, y, and z direc-
tions, respectively �ymin

+ =0.74, 	ymax
+ =21.31, 	x+=27.04, 	z+

=10.14, and Re�=649� and show that profiles from computations
on refined mesh are close to those obtained on the 64�66�64
grid points mesh. Comparing the distribution of kinetic turbulent
energy shows that the percentage of the unresolved in the present
LES kinetic energy is not significant.

Fig. 1 Calculation configuration for channel flow

Journal of Fluids Engineering MAY 2007, Vol. 129 / 615

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 Results of Computation of Particle Laden Channel
Flow

3.1 Particle Velocity Statistics. For 70 �m copper particles,
�p=8800 kg/m3 and mass loading f =0.2, Fig. 3 compares the
computation of mean and rms velocity of the hypothetical particle
against the experimental data of Kulick et al. �1� and the LES
results of Yamamoto et al. �14�. Figure 3�a� shows the mean
streamwise velocity profile. This figure clearly shows that, similar
to Yamamoto et al. �14�, both closure models for hypothetical
particle motion, Eqs. �10� and �12�, provide reasonably good ex-
pectations compared to the experimental profile; in mean, par-
ticles exceed the stream-wise fluid velocity in the near-wall re-
gion. Without accounting for interparticle collisions, the
difference is that the mean particle streamwise velocity steeply
decreases towards the wall. Figure 3�b� shows that the variance of
streamwise velocity of the hypothetical particle matches the mea-
sured statistics, except near the channel center �analogous to
Yamamoto et al. �14��. Figure 3�c� shows the distribution of the
wall-normal rms velocity. Without accounting for interparticle
collision, the wall-normal rms velocity is strongly underestimated
against the measurements, while using the “thermodynamic” equi-
librium closure model �Eq. �10�� overestimates the velocity. When

applying the closure model �Eq. �12��, the computed wall-normal
rms velocity is as predictive as the model of Yamamoto et al. �14�.
Figure 4 shows the same main results comparing computed values
with the measured statistics for the 50 �m glass particle with �p
=2500 kg/m3 �1� and mass loading f =0.02. Using closure �Eq.
�10��, the numerical and experimental distributions of mean �Fig.
4�a�� and rms streamwise velocity �Fig. 4�b�� match well, while
the computed rms velocity in the wall-normal direction overesti-
mates the measurements.

For mass loading f =0.15, Benson and Eaton �3� presented the
mean and rms streamwise velocity for 150 �m glass particles
with �p=2500 kg/m3 �the wall-normal velocity variance distribu-
tion was not reported�. In this experiment, the number of im-
mersed glass particles was 3.6 times less than in Kulick et al. �1�.
Figures 5�a� and 5�b� show the comparison with measurements in
the case of perfectly smoothed walls. In the region where experi-
mental data are provided, the variance of hypothetical particle
streamwise velocity follows experimental quantities closely,

Fig. 2 Comparison of present LES and DNS in the channel
single-phase flow with measurements of Kulick et al. †1‡ and
with the LES of Yamomoto et al. †14‡ and Wang and Squires
†11‡: „a… mean velocity; „b… streamwise variance; „c… wall-
normal variance

Fig. 3 Comparison of computed statistics of hypothetical par-
ticle with measured statistics of Kulick et al. †1‡ and the results
from the LES of Yamomoto et al. †14‡, where binary interparticle
collisions are simulated „70 �m copper particles with mass
loading f=0.2…: „a… streamwise mean velocity; „b… rms of
streamwise velocity; „c… rms of wall-normal velocity. Solid line
represents results without considering the interparticle
collision.
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whereas computations without collisions underestimate the mea-
surements in the center-channel region. At the same time, the
computed mean streamwise velocity corresponds quite well to the
reported experimental quantities, with or without accounting for
particle-particle collisions.

Following the physical picture of Caraman et al. �32� in the
near-wall region, strong fluctuations of streamwise velocity in the
gas may produce axial fluctuations of particle velocity. Due to
interparticle collision, the axial fluctuating kinetic energy of par-
ticles is redistributed in radial transport of fluctuating particle en-
ergy. As a result, particle-particle collisions change negligibly the
longitudinal fluctuation of particle velocity. Our computations
with collisions appear to correspond with this tendency. The mean
particle velocity near the wall increases compared to the case
where collisions are neglected. The rms values for wall-normal
particle velocities also increase when considering interparticle
collisions. The rms values for particle velocity in the axial direc-
tion are virtually unchanged. Although Eq. �6� assumes collisions
with full isotropy of particle velocity, the gradient term in Eq. �7�

with Eq. �10� is proportional to the energy redistribution process,
from the axial fluctuating kinetic energy in the shear flow to the
radial kinetic energy of the particle.

3.2 Gas Velocity Statistics. Figure 6�a� shows the mean
streamwise gas velocity obtained in the experiment of Kulick et
al. �1� and in the present computation using Eq. �10� for particle-
free and particle-laden turbulent flows. The experiment was con-
ducted for different mass loadings of 70 �m copper particles: f
=0,0.2,0.4. Kulick et al. �1� observed that particles have little
effect on the mean velocity profile. As shown by Fig. 6�a�, the
computed mean gas velocity is also not influenced by the presence
of particles. Figures 6�b� and 6�c� present the turbulence intensity
in streamwise and wall-normal directions. From Kulick’s et al. �1�
experiment, it appears that the turbulence was fairly attenuated
even though the gas-phase mean velocity was unchanged by par-
ticles. The computed velocity fluctuations also predict this effect
with attenuation about twice as less intensive �LES of Yamomoto
et al. �14� did not predict this effect�. To emphasize the effect of
turbulence attenuation, Fig. 6 also displays the numerical predic-
tion for f =1 �dashed line� and shows that the degree of turbulence
attenuation by particles increases as the mass loading increases.

The nature of turbulence attenuation is not yet well understood.
The work done in stretching a cloud of dispersed particles by
energetic eddies may be manifested as an additional viscous dis-
sipation of turbulence by particles. However, the refined measure-
ment of Paris and Eaton �33� shows that, at the centerline, this
extra dissipation is a small fraction compared to the overall tur-
bulent dissipation. From DNS �Elghobashi and Truesdell �34��
and measurements of Paris and Eaton �33�, it has been recognized
that particles alter the transfer of turbulent energy across the spec-
trum. When turbulent flow passes through a cloud of inertial par-
ticles, the small eddies newly formed by particles may interact
with incoming large scale turbulence. Such a nonlocal interaction

Fig. 4 Comparison of computed statistics of hypothetical par-
ticle velocity with measured statistics of Kulick et al. †1‡ „50 �m
glass particles with mass loading f=0.02…: „a… streamwise mean
velocity; „b… rms of streamwise velocity; „c… rms of wall-normal
velocity. Solid line represents results without considering of
interparticle collision.

Fig. 5 Comparison of computed statistics of hypothetical par-
ticle velocity with measured statistics of Benson and Eaton †3‡
„150 �m glass particles with mass loading f=0.2; channel with
perfectly smoothed walls…: „a… streamwise mean velocity; „b…
rms of streamwise velocity. Solid line represents results with-
out considering the interparticle collision.
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between large eddies and newly generated small scale turbulence
may enhance the rate of turbulence decay in the large scale motion
with a corresponding increase in the dissipation process. The flow
power spectra, measured by Kulick et al. �1� at the channel cen-
terline for various mass loadings also shows that particles gener-
ate turbulence at high frequencies and remove energy from the
large scales of the flow. However, Kulick et al. �1� found that
particles interact with flow on a preferred range of frequencies,
depending on the mass loading; this finding is contrary to DNS
�34�.

Figure 7 shows the streamwise velocity power spectra com-
puted in the middle point of the channel centerline for different
mass loadings. Each spectra is normalized by the axial kinetic
energy of free-particle flow. This figure shows that the model
cannot predict the turbulence generation at small scales with, in
the sequel, redistribution of turbulent energy across the spectrum
of scales. The LES approach filters this physical phenomenon.
Figure 7 shows that turbulent energy is reduced uniformly across
a broad range of scales as a result of momentum exchange be-
tween gas flow and particles. Accounting for interparticle collision
contributes significantly to this effect. Here, in the framework of
the hypothetical particle approach, the turbulent field plays the
role of a third body for a long range “slipping” collision between

such particles. Due to interparticle collisions, each hypothetical
particle smoothly changes its trajectory. In terms of two-way cou-
pling, this induces an additional change of filtered gas velocity
with a corresponding transmission of momentum to neighboring
hypothetical particles. This contributes to the removal of turbulent
particle energy. Figure 7�c� shows that, with increased mass load-
ing, turbulence attenuation is much stronger. Figure 7�d� presents
the experimental and computed values of kinetic energy and vis-
cous dissipation, averaged at the centerline for different mass
loadings. Turbulence strongly decreases as mass loading in-
creases; interparticle collisions are likely a strong contributor to
this effect.

4 Conclusion
This study introduces a simplified collisional microdynamic of

solid particles, coupled in “two ways” with LES approach for
simulating particle-laden highly turbulent shear flow. The dynam-
ics of solid particles with discontinuous �due to collisions� phase
trajectories is viewed here as the motion of an ensemble of hypo-
thetical particles along trajectories smoothed over particle-particle
collisions. In the governing equation for a hypothetical particle,
the statistical temperature was closed by assuming local “thermo-
dynamic equilibrium” with surrounding resolved turbulence. This
approach does not require any additional CPU resources for con-
sidering interparticle collisions.

The simulations of a highly turbulent gas-particle channel flow
were specifically conducted to compare the statistics of hypotheti-
cal particle velocity with experimental results �Kulick et al. �1�
and Benson and Eaton �3�� and with LES/particle computations
�Yamamoto et al. �14�� where binary collisions were modeled. The
computation showed a relatively good agreement with both ex-
periment and Yamamoto’s et al. �14� results, implying that the
interparticle collisions has a universal character in the high-
Reynolds number channel flow and in the considered range of
mass loadings. The computation yielded the effects observed in
experiments from Eaton’s group: �i� particles did not practically
effect the mean velocity of the flow; �ii� the particles’ velocity
profile had a particularly flattened form; and �iii� particles attenu-
ated turbulence. In the region where experimental data were re-
ported, the “thermodynamic limit” closure agrees quite well with
measured streamwise mean velocity and its variance but overesti-
mates the wall-normal fluctuations. The predicted effect of turbu-
lence attenuation by particles was almost twice as less intensive
than reported from measurements, which is still fairly more pro-
nounced than in Yamamoto et al. �14�.

It must be stated that the presented computational model is too
simple to be considered a real contribution to the open discussion
on the nature of turbulence attenuation by particles. The compu-
tations did not predict the generation of high-frequency turbulence
by particles and the redistribution of turbulent energy across the
spectrum of scales found in experiments and DNS. This physics is
filtered in the LES approach. In our computation, turbulence is
attenuated as a result of momentum exchange between gas flow
and particles. This effect becomes stronger when accounting for
interparticle collisions. Each hypothetical particle, changing its
velocity as a result of collective interparticle collisions, exchanges
momentum with neighboring hypothetical particles through modi-
fying turbulent energy in the gas flow.
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Nomenclature
dp � diameter of solid particle

f�r� ,v� , t� � distribution function
f � mass loading

Fig. 6 Comparison of computed gas velocity profiles with
measurements of Kulick et al. †1‡, for different mass loadings:
„a… Streamwise mean velocity; „b… rms of streamwise velocity;
„c… rms of wall-normal velocity. Additional computation for f
=1 is presented by the long dashed line.
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I�f� , f�� � collision operator
mg � fluid particle mass
mp � solid particle mass
np � solid particles number density

Rep � solid particle Reynolds number
Re� � Reynolds number based on channel half-width

and friction velocity
r��x1 ,x2 ,x3� � position vector

Tp � statistical “temperature” of solid particle
Ttur,g � statistical “temperature” of fluid particle

u� � friction velocity
v��v1 ,v2 ,v3� � velocity vector

v̄g � mean gas velocity
vg� � fluid velocity fluctuations

�vg�
2� /2 � turbulent gas kinetic energy
�vp� � averaged solid particle velocity

vp� � solid particle velocity fluctuations
Vol � volume of fluid element

x ,y ,z � coordinates
	x ,	y ,	z � mesh dimension

� � channel half-width
��� � Kronecker delta

�g � gas density
�p � density of solid particle
�p � solid particle Stokes time
�L � integral Lagrangian time scale
�g � dynamic gas viscosity

Subscripts
g � gas
p � solid particles
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Simulation and Analysis of
High-Speed Droplet Spray
Dynamics
An experimentally validated computer simulation model has been developed for the
analysis of gas-phase and droplet characteristics of isothermal sprays generated by
pressure jet atomizers. Employing a coupled Euler-Lagrange approach for the gas-
droplet flow, secondary droplet breakup (based on the ETAB model), was assumed to be
dominant and the k-� model was selected for simulating the gas flow. Specifically, tran-
sient spray formation in terms of turbulent gas flow as well as droplet velocities and size
distributions are provided for different back pressures. Clearly, two-way coupling of the
phases is important because of the impact of significant gas entrainment, droplet momen-
tum transfer, and turbulent dispersion. Several spray phenomena are discussed in light of
low back-pressure �1 atm� and high back-pressure �30 atm� environments. At low back-
pressure, sprays have long thin geometric features and penetrate faster and deeper than
at high back-pressures because of the measurable change in air density and hence drag
force. Away from the nozzle exit under relatively high back pressures, there is no distinct
droplet size difference between peripheral and core regions because of the high droplet
Weber numbers, leading to very small droplets which move randomly. In contrast to
transient spray developments, under steady-state conditions droplets are subject to
smaller drag forces due to the fully-developed gas entrainment velocities which reduce
gas-liquid slip. Turbulent dispersion influences droplet trajectories significantly because
of the impact of random gas-phase fluctuations. �DOI: 10.1115/1.2717621�

1 Introduction
Liquid sprays have a wide range of applications in fuel injec-

tion, surface coating, and drug delivery, to name a few. Spray flow
can be defined as that region downstream of an injection port
where a jet-like liquid column or sheet has broken up due to
instabilities, leading to the formation of droplets which move rela-
tively to the gas phase �1,2�. Figure 1 depicts a pressure jet atom-
izer and different phases and forms of droplet generation. An al-
ternative, low-speed spray device is the pressure swirl atomizer
used in aerosol cans, paint spraying, and nasal sprays. For all
atomizers, the liquid mass flow rate, spray angle, injection veloc-
ity, nozzle design, back pressure, droplet-size distribution, and
spray penetration depth are key operational parameters.

2 Reviews of Spray Breakup Mechanisms and Com-
puter Simulations

Once the liquid jet leaves the orifice, the breakup process starts
immediately. The first step is called primary breakup due to the
formation of ligaments and other irregular liquid elements along
the surface of the liquid column �3� �see Fig. 1�a��. However,
those irregular liquid elements are unstable because they are sub-
jected to relatively large drag forces exerted by the surrounding
gas, which will result in droplet deformation. Droplet deformation
can finally lead to different forms of breakup, called secondary
breakup �see Fig. 1�.

Although primary breakup is essential in the formation of
sprays, it can be incorporated into the secondary breakup mecha-
nism because those irregular liquid elements resulting from the
primary breakup are highly unstable and will definitely break up
during the second phase. In most previous numerical spray stud-

ies, as well as in the present study, secondary breakup is the only
breakup mechanism under consideration. Numerical and experi-
mental efforts made to investigate primary breakup can be found
in works by Wu et al. �4�, Mazallon et al. �5�, Herrmann, et al. �6�,
and Yi and Reitz �7�. Thus, “breakup” implies “secondary
breakup” in this study unless specified differently.

The basic droplet �secondary� breakup regime is determined by
the Weber number which is generally defined as the ratio of the
inertial force to surface tension. Here,

We =
�gVslip

2 r

�
�1�

where �g is the gas density, Vslip is the relative velocity �slip
velocity� between droplet and gas, r is the droplet radius, and � is
the liquid surface tension coefficient. Thus, the Weber number
connects the gas-induced drag force, which leads to deformation
to the liquid surface tension which tends to maintain a spherical
droplet shape, i.e., resists deformation. If a droplet is exposed to a
gas flow, significant deformation starts at a Weber number of
unity. Above a certain value of the Weber number, droplet defor-
mation leads to breakup. Based on different Weber number values,
three major breakup regimes can be established �8� �see Fig. 1�b��:

1. Bag breakup: The liquid bulk or large droplet deforms into a
thin disk normal to the flow direction, followed by a severe
deformation of the center of the disk into a thin, balloon-like
structure, which will finally lead to breakup.

2. Stripping breakup: It involves deflection of the periphery of
the disk in the downstream direction instead of the deflection
of the center of the disk. For sprays, most droplet breakups
occur in the stripping breakup regime �9�.

3. Catastrophic breakup: Catastrophic breakup has a similar
mechanism as stripping breakup, but it involves more
explosion-type breakup.

Computational fluid dynamics �CFD� simulation is a fast, de-
tailed, and relatively low-cost tool for determining spray charac-
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teristics, designing new sprays, and obtaining optimal device op-
erational conditions. To begin with, spray droplet breakup, droplet
transport, and droplet/gas interaction mechanisms are the most
desirable results to answer questions related to challenging spray
phenomena. Commercial CFD packages have become more and
more popular and effective simulation tools in both academia and
industry. The present study provides spray simulation results
based on the user-enhanced CFX10 solver �Ansys, Inc.�. The goal
is to systematically investigate the spray dynamics, especially the
difference between steady-state and transient sprays.

The present model development relies on the following meth-
ods and models:

1. Lagrangian-drop Eulerian-fluid method: The most popular
approach to simulate sprays is the Lagrangian-drop
Eulerian-fluid method. In this kind of approach, the droplets
which are formed through the atomization process of the
liquid jet are tracked in a Lagrangian frame of reference
through Monte Carlo methods, whereas the gas phase is de-
scribed in a Eulerian frame of reference. Each computational
particle is considered to represent a group of particles pos-
sessing the same characteristics such as size, composition,
and so on, as originally proposed by Dukowicz �10�.

Lagrangian-liquid Eulerian-gas spray models are well es-
tablished for the numerical calculation of complex two-
phase flows and have generated excellent results. However,
numerical convergence may be a problem due to the itera-
tive gas-and-droplet-phase solutions. They require strong re-
laxation of the interphase source terms, and hence the pro-
cedure is taxing in terms of grid density and computational
time �11�. The Lagrangian-liquid Eulerian-gas spray model
is also, in principle, only valid for dilute sprays when the
local gas void fraction is greater than 99%. This criterion is
not satisfied in the region close to the injector orifice, e.g., in
the case of diesel sprays �12�.

2. Droplet breakup models: Among all spray dynamic mecha-
nisms, droplet breakup received the most attention. The most
popular spray breakup strategy for pressure atomizers is

called the “blob method.” In this approach �9�, it is assumed
that spherical droplets with uniform size, dp=dnozzle, are
ejected from pressure jet-type atomizers and subjected to the
aerodynamically induced breakup. Under the same “blob
method,” there are several kinds of secondary breakup mod-
els, e.g., Reitz and Diwakar �13�, Reitz wave �14�, TAB �15�,
and ETAB �16�.

Reitz and Diwakar �9,13� proposed a droplet breakup
model in their fuel spray simulation where the droplet
breakup was dominated by the Weber number �see Eq. �1��.
Later, Reitz �14� suggested a new wave-model where new
droplets are formed based on the growth rate of the fastest
Kelvin-Helmholtz wave instability on the surface of the par-
ent droplet. Successful applications of the Reitz wave-model
include Shang et al. �17�, Iyer and Abraham �12�, and Mad-
abhushi �18�.

O’Rourke and Amsden �15� suggested another droplet
breakup model based on Taylor Analogy Breakup �TAB�.
The TAB model predicts the droplet breakup based on the
droplet deformation in terms of the radial cross-sectional
change. In order to improve the TAB model, Tanner �16�
used an enhanced TAB model �ETAB�, where the initial
droplet deformation parameters are corrected.

Clearly, Reitz wave and TAB or ETAB models analyze
the droplet breakup from different angles. The Reitz wave
model is based on the theory of Kelvin-Helmholtz �KH�
wave instability on the surface of the parent droplet while
TAB and ETAB models are based on the droplet deforma-
tion which is inherent in the Rayleigh-Taylor �RT� instability
theory. Recently, KH-RT hybrid models �19–21� were pro-
posed as a combination of both theories and in an effort to
include the primary breakup effect. The Kelvin-Helmholtz
instability model was used to predict the primary breakup of
the intact liquid core of a diesel jet. The secondary breakup
of the individual drops was modeled with the Kelvin-
Helmholtz model in conjunction with the Rayleigh-Taylor
�RT� instability model. The TAB model was used to deter-

Fig. 1 Droplet spray generation: „a… spray device as well as primary and secondary breakups; „b… droplet
breakup mechanism
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mine the droplet deformation parameters used in the
Rayleigh-Taylor �RT� instability model.

Similarly, the Kelvin-Helmholtz/droplet deformation and
breakup model �KH-DDB model� was developed by Park
and Lee �22�. In the KH-DDB model, the primary breakup is
still simulated with the Kelvin-Helmholtz instability model
while the secondary breakup is predicated with an improved
TAB model by considering nonlinear effects �23�.

A very different droplet breakup model relies on a sto-
chastic approach �24–26�, which is based on Kolmogorov’s
hypothesis �27� of viewing solid particle-breakup as a dis-
crete random process.

3. Gas-phase modeling: During spray droplet breakup and
transport, the gas phase gains significant momentum from
the droplets. The k-� turbulence model has been widely used
for modeling gas-phase turbulence which is mainly pro-
duced in the shear layer between the liquid jet and surround-
ing gas �12�. As an exception, Apte et al., �26� conducted
large-eddy simulations �LES� for atomizing sprays. The re-
sults indicate that the LES approach is computationally effi-
cient and able to capture the dynamics of gas-phase turbu-
lence during liquid atomization.

While certain elements of CFD spray simulations have
been presented by previous investigators �16,21,22�, novel
contributions of the present study include the following:

1. Validation of a comprehensive spray model, which may ben-
efit academic and industrial researchers;

2. A more systematic study on the topics of: �1� comparison of
transient and steady-state spray dynamics; �2� analysis of the
effect of turbulent dispersion on spray droplet transport; and
�3� impact of gas entrainment velocity and turbulence ki-
netic energy.

3 Theory
Employing the ETAB model, spray simulations in this study

will start from the point when the liquid column, i.e., jet, leaves
the nozzle. Limitations of the model include:

�i� Only secondary breakup, i.e., droplet formation from ir-
regular liquid elements, is considered. Although primary
breakup has a significant impact during the formation of
spray, those irregular liquid elements from primary
breakup are unstable because they are subjected to rela-
tively large drag forces exerted by the surrounding gas. As
a result, secondary breakup is the eventual spray-breakup
mechanism that leads to atomization.

�ii� The liquid-phase volume fraction is ignored, i.e., the effect
of the volume occupied by the droplets is not included,
which may reduce computational accuracy in the region
close to the nozzle.

�iii� Droplet collision and agglomeration effects are not consid-
ered under the assumption that breakup is the major
mechanism in the region of interest.

�iv� Isothermal and constant gas density conditions.

Assumptions �ii� and �iii� are based on the facts that, according
to �3�, atomization involves primary breakup into bulks at the
liquid core surface near the nozzle, followed by secondary
breakup into smaller drops with very low liquid volume fractions
and negligible effects of collision.

3.1 Spray Breakup Model. In the present study, the En-
hanced Taylor Analogy Breakup �ETAB� model was employed
because of its accuracy and stability �16�. In the ETAB model,
droplet deformation is expressed by the dimensionless deforma-
tion y=2�x /r�, where x describes the deviation of the droplet
equator from its underformed position, and r is the effective drop-
let radius. Breakup occurs if y exceeds unity. Model details may
be found in Refs. �15,16�.

3.2 Droplet Transport and Droplet/Gas Interaction Model
(Lagrangian-Liquid Eulerian-Gas Model). Under the consider-
ation of accuracy and reasonable model complexity, the
Lagrangian-liquid Eulerian-gas spray models with an embedded
k-� turbulence model were selected for the numerical calculation
of complex disperse two-phase flows. The gas containing the par-
ticles is assumed to be incompressible. This is a practical choice
since most sprays are highly subsonic flows �10�. The basic equa-
tions are

Continuity

��g

�t
+

��gui

�x
= 0 �2�

Momentum

��gui

�t
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��gui

�xj
= −
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�p

�xi
+

�

�xj
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�xj
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��

+
1

�g�g
Mp �3�

where �g is the gas-phase volume fraction, u is the gas velocity,
�g is the gas density, g is the acceleration of gravity, p is the
pressure, v is the kinematic viscosity, and vT is the eddy viscosity,
and Mp is the term defining momentum exchange with the par-
ticles, per unit volume, defined in Eq. �13�. As an approximation,
�g is set to one, which is reasonable for most spray regions �i.e.,
�g�0.99�.

The turbulence kinetic energy and dissipation transport equa-
tions for the k-� model read
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where �ij is the stress tensor, � is the turbulence dissipation rate, k
is the turbulence energy, and

vT =
c�k2

�
�6a�

c� = 0.09; � = 1.44; � = 1.92; �k = 1.0; �� = 1.3 �6b�
For droplet transport, the instantaneous gas velocity rather than

its average is more relevant. The instantaneous gas velocity is
recovered using Reynold’s decomposition

Ug = ug + ug� �7�

where the time-averaged velocity ug=ui in Eqs. �2� and �3�, and ug�
is the turbulent �random� component of the gas velocity. Each
particle representing a group of particles possessing the same
characteristics, individually labeled by subscript p, is assumed to
obey the following equations �28�:

dxp

dt
= up �8�

mp
dup

dt
=

1

8
	�gdp

2CD�Ug − up�	Ug − up	 �9�

where xp is the particle position, up is the particle velocity, mp is
the particle mass, �g is the gas density, and CD is the drag coef-
ficient. The droplet drag coefficient can be written as �29�

CD = 
24�1 + 0.15 Rep
0.687�/Rep for 0.0 
 Rep � 1000

0.44 for 1000 
 Rep

�10�

where Rep is defined as
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Rep =
�g	Ug − up	 · dp

vg
�11�

To account for the enhanced drag force coefficient of the de-
formed droplets in the spray breakup model, a correction formula
is used �8�

CD,droplet = CD,sphere�1 + 2.632y� 0 
 y 
 1 �12�

where CD,sphere is the drag force coefficient of a spherical droplet
�see Eq. �10��.

As a result, the momentum transfer from the droplets to the gas
phase can be written as �see Eq. �3��

Mp = −
1

dV�
1

NP �1

8
	dp

2CD�Ug − up�	Ug − up	� �13�

where NP is the number of total particles in the cell and dV is the
cell volume.

To account for the effect of turbulent dispersion, the turbulence
structure of the gas flow field is modeled by a random process
along the droplet trajectories. The model assumes that a particle is
always within a single turbulent eddy. Each eddy has a character-
istic fluctuating velocity, ug�, lifetime, te, and length, le. When a
particle enters the eddy, the fluctuating velocity for that eddy is
added to the local mean gas velocity to obtain the instantaneous
fluid velocity �see Eq. �7��, used in Eq. �9�. This turbulent gas
velocity is assumed to prevail as long as the particle/eddy inter-
action time is less than the eddy lifetime and the displacement of
the particle relative to the eddy is less than the eddy length. If
either of these conditions is exceeded, the particle is assumed to
be entering a new eddy with new characteristics, i.e., fluctuating
velocity, ug�, lifetime, te, and length, le. The quantities are �30,31�

ug� = ��2k

3
�0.5

�14�

le =
C�

0.75k1.5


�15�

te =
le

�2k/3�0.5 �16�

where k and � are the local turbulence kinetic energy and dissipa-
tion, respectively, C� is an empirical turbulence constant, and �
represents random numbers with zero-mean, variance of one, and
normal distribution.

4 Numerical Method
The numerical solutions of the continuity equation, momentum

equation, the k-� turbulence model equations, droplet breakup,
and droplet tracking were carried out with a user-enhanced com-
mercial finite-volume based program, i.e., CFX 10.0 from Ansys
Inc. �Canonsburg, PA�.

All variables, including velocity components, pressure, and
droplet concentrations are located at the centroids of the control
volumes. A first-order upwind scheme was used to model the fluid
flow fields to accelerate convergence. It was found that using a
second-order scheme, fully-coupled turbulent fluid-particle simu-
lations using the k-� turbulence model occasionally encountered
convergence problems. Hence, the spray simulation results with a
first-order upwind scheme were compared to available converged
results with a second-order scheme. The difference was less than
2%. For the time-derivative term, a second-order backward Euler
scheme was used.

The final mesh topology, using ICEM �ICEM-CFD Engineering
Inc., Berkeley, CA�, was determined by refining the mesh until
grid independence of the results was achieved. The numerical ac-
curacy was enhanced with a highly refined mesh density along the
nozzle axis. Specifically, reducing or increasing the mesh density

by a factor of 2.0 had a negligible effect on all results. The simu-
lations were conducted in a cylindrical domain �10 cm in diam-
eter, 10 cm in height�. The nozzle center was located axially at a
point 1 cm above the bottom center to eliminate a possible influ-
ence of the opening at the bottom of the cylinder. The basic
boundary conditions were as follows �see Fig. 2�:

1. Nozzle exit �1 cm above the center of the cylinder bottom�:
initial droplet size equal to the nozzle diameter �“blob”
method�, initial droplet �injection� velocity, spray angle, and
spray mass flow rate.

2. Open bottom and top of the cylinder: opening condition al-
lowing for gas flow entrainment.

3. Cylinder wall: no-slip, smooth, and perfectly absorbing �if
droplets deposit�.

All computations were performed on an IBM Linux Cluster at
NCSU’s High-Performance Computing Center �Raleigh, NC� and
a local dual Xeon Intel 3.0G Dell desktop �CFPD Laboratory,
Department of Mechanical and Aerospace Engineering, NC State
University�. The solutions at steady state or at each time step for
transient computations of the flow field were assumed to be con-
verged when the dimensionless mass and momentum residual ra-
tios were 
0.0001. Improving the convergence criteria to

0.00001 had a negligible effect on the simulation results.

5 Model Validations and Physical Insight
Two sets of experimental measurements �32,33� for pressure

atomizers were selected for model validation purposes. Basic ex-
perimental conditions are summarized in Table 1. The spray angle
was estimated based on the empirical formula �Eq. �17�� given by
Dukowicz �10�

tan
�

2
= A��g

�d
�0.5

�17�

The constant A is a function of the nozzle internal geometry. In
the present study, A was taken to be 0.4 �10� which is a good
choice for jet sprays in the parameter range of interest.

The data sets of case studies 1a, 1b, and 2 �see Table 1� were
selected to validate the ETAB model and the Lagrangian-liquid
Eulerian-gas model �see Sec. 3�. All experiments were conducted
at room temperature, for which evaporation effects were minor
�12� considering the short travel time of jet droplets, i.e., millisec-
onds in the present study.

Fig. 2 Mesh generation for the computational flow domain
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Figure 3 compares the simulation results with the experimental
data of Hiroyasu and Kadota �32� and Wu et al. �33�. The simu-
lation result in Fig. 3�b� gives the axial velocity profile as a func-

tion of radial distance at axial location x /D=600 downstream of
the orifice, where D is the nozzle diameter and x is the down-
stream axial distance from the orifice.

In general, the simulations match the experimental results rea-
sonably well. Discrepancies may stem from several factors:

�1� Droplet agglomeration effects which were not included in
the present simulation. Excluding droplet agglomeration
may underestimate the penetration depth and the axial ve-
locity due to a lower particle-inertia effect.

�2� Empirically estimated spray conditions, i.e., actual spray
angle and spray mass flow rate may deviate from ones as-
sumed for the simulations.

�3� Unknown factors, for example, the spray droplet velocity is
very sensitive to the realistic instantaneous liquid mass flow
rate, surrounding conditions, and other device factors gen-
erating experimental uncertainties which cannot be in-
cluded in the simulations.

6 Results and Discussion

6.1 Transient Spray Dynamics. Spray dynamics is a time-
evolution process. To investigate transient spray dynamics which
involves instantaneous gas/droplet interactions, operational data
for case 1a and case 1b �see Table 1� were employed for the
following simulations:

Spray penetration depth: One of the most important parameters
related to time evolution is spray penetration depth, which is de-
fined as the distance between nozzle and spray front tip �see Figs.
1�a� and 3�a��. Due to the relatively large drag force and spray
breakup effect, especially under high back gas pressure, the spray
velocity will decay rapidly after leaving the nozzle. Spray penetra-
tion depth is greatly affected by the back pressure. Back pressure
normally refers to the pressure in the spray chamber or the envi-
ronment. Back pressure can be as high as 50 atm, e.g., for the
diesel-engine-type spray or only atmospheric, e.g., for spray-paint
and nasal spray applications.

As shown in Fig. 3�a�, spray penetrates much faster and further
under lower back pressure �1 atm� than under higher back pres-
sure �30 atm�. The reason lies in Eq. �9� where the drag force is
proportional to the gas density �g and �g� p according to the ideal
gas law. Hence, larger drag forces on the droplets will decrease
the droplet velocity more sharply, and hence decrease the spray
penetration depth. To overcome this problem, sprays working in a
high back-pressure environment need to have very high injection
velocities, sometimes uin�200 m/s.

Droplet velocity and spray breakup: Figures 4 and 5 show mid-

Table 1 Experimental conditions

Sources Injected liquid Spray parameters
Gas �nitrogen�
parameters

Case 1aa
Material: diesel fuel oil
Density: 840 kg/m3

Viscosity: 2.1E-3 kg/ �m s�

Nozzle diameter: 0.3 mm
Mass flow rate: 0.007 kg/s
Velocity: 122.2 m/s
Spray angle �estimated�: 1.68 deg

Pressure: 1 atm
Temp.: 20–25 deg

Case 1ba

Surface tension: 0.0295 N/m
Boiling temp.: 180–410°C

Nozzle diameter: 0.3 mm
Mass flow rate: 0.006 kg/s
Velocity: 102.5 m/s
Spray angle �estimated�: 9.14 deg

Pressure: 30 atm
Temp.:20–25 deg

Case 2b

Material: n-hexane
Density: 665 kg/m3

Viscosity: 3.2E-4 kg/ �m s�
Surface tension: 0.0184 N/m
Boiling temp.: 69°C

Nozzle diameter: 0.127 mm
Mass flow rate: 0.001 kg/s
Velocity: 127 m/s
Spray angle �estimated�: 3.56 deg

Pressure: 14.8 atm
Temp.: 20–25 deg

aCases 1a and 1b: Hiroyasu and Kadota �32�.
bCase 2: Wu et al. �33�.

Fig. 3 Computer model validation with experimental spray
data

Journal of Fluids Engineering MAY 2007, Vol. 129 / 625

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



plane views of the sprays’ particle sizes and droplet velocities for
case 1a �1 atm back pressure� and case 1b �30 atm back pressure�
to illustrate the dynamics of spray developments. Clearly, Figs. 4
and 5 demonstrate the effect of back pressure on the penetration
depth. A spray with a low back pressure �1 atm� shows a long and
thin geometric cone compared to a spray with high back pressure
�30 atm�. Comparing Figs. 4�b� and 5�b�, it can be seen that,
although the injection velocities for the two cases are approxi-
mately the same, droplets in case 1a decelerate and break up much
slower than those in case 1b. As mentioned, this is due to the
different drag forces which are proportional to the gas density �g.
Figure 4 also shows that the droplets with the smallest size and
lowest velocity always lie in the peripheral region of the spray
cone. The reason is, the peripheral droplets have larger gas-droplet
slip velocities when compared to the droplets in the spray core

where significant entrainment gas velocities exist. Thus, the pe-
ripheral droplets experience larger drag forces, i.e., larger Weber
numbers, which will make droplets decelerate and break up rap-
idly. Each new smaller child droplet inherits only a very small
amount of momentum of the parent droplet. Thus, they will be
surpassed by the droplets in the core and left behind by the spray
front.

For the high back pressure case �30 atm, Fig. 5�, it can be still
seen that the droplets with lowest velocities always lie in the
peripheral region of the spray cone �Fig. 5�b��. However, such an
observation does not imply a distinct droplet size distribution �Fig.
5�a��. The major reason is that sprays with high back pressure
exhibit much higher Weber numbers. As a result, in Eq. �1� the gas
density is more dominating than the slip velocity to produce a
large Weber number. So, almost all droplets either in the core or

Fig. 4 Spray droplet size and axial velocity patterns for case 1a at different
times „i.e., t=0.25 ms, 0.5 ms, 0.75 ms, and 1.0 ms…
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the peripheral regions of the spray cone break up to tiny droplets
very quickly. Tiny droplets are easily affected by turbulent disper-
sion, resulting in an indistinct droplet size difference between pe-
ripheral and core regions.

All experimental measurements and simulations so far indi-
cated that the droplet velocity decreases with radial distance as
shown in Figs. 4 and 5. However, in terms of the trend of droplet
size as a function of radial distance, experimental data and nu-
merical simulations are contradictory. Some experiments �34,35�
reported that the droplet size is at a minimum along the spray
centerline and increases with radial distance. They attributed this
observation to two reasons �34–36�: �i� Due to the shear force, the
droplets near the centerline move outward. As a result, collisions
between droplets become more frequent, which will increase the
size of droplets in the peripheral region. �ii� Large droplets are
easily centrifuged to the spray periphery due to large-scale vorti-
ces. In contrast, the experiments by Lee and Park �21� indicated a
reduction of droplet size with radial distance, which is in agree-
ment with some previous spray simulation results �16,21,22,26�
and the present study, as explained in the last paragraph. Never-
theless, the disagreements and contradictions among spray studies
indicate that key spray mechanisms may not be fully understood
and hence further experimental and computational analyses are
necessary.

Droplet size distribution: Figures 6 and 7 include information
on droplet size distribution for two cases. Figures 6�a� and 7�a�
show the droplet volume mean diameter profiles as a function of

axial distance at time levels of 1.0 ms and 2.0 ms for case 1a
�1 atm� and case 1b �30 atm�, respectively. It clearly shows that in
case 1b the droplets and gas reach their equilibrium, i.e., no
breakup is occurring, in a much shorter distance than in case 1a.
For case 1b, the volume mean droplet diameter stays quasistable
after 0.010 m in contrast to about 0.07 m for case 1a. It can also
be seen that, the equilibrium droplet diameter of case 1a is around
50 �m, i.e., much larger than 10 �m as in case 1b. As explained
before, due to the higher gas density, the drag force in case 1b
�30 atm� is much larger than in case 1a. For larger drag forces,
droplets will break up more quickly and thoroughly to smaller
droplets.

Figures 6�b�–6�d� and 7�b�–7�d� depict the droplet number den-
sity functions, which are classified on an interval of 5 �m and
plotted as histograms, at different axial places �marked in Figs. 4
and 5� for two cases. First, Fig. 7 supports that droplets in case 1b
reach equilibrium at around 0.01 m because the droplet number
density functions in Figs. 7�c� and 7�d� are almost identical. It is
also interesting to note that, after reaching equilibrium, the droplet
density function is a normal-distribution type. Normal distribu-
tions or normal-like distributions are found in most spray applica-
tions �3,37,38�. Meanwhile, in case 1a �1 atm, Fig. 6�, it seems
that droplets reach equilibrium at about 0.07 m, where the
droplet-size distribution is normal again. In summary, for both
cases droplet-size evolves from a “disordered” distribution �Figs.
6�b� and 7�b�� at the start of the breakup to a normal distribution

Fig. 5 Spray droplet size and axial velocity patterns for case 1b at different
times „i.e., t=0.5 ms, 1.0 ms, 1.5 ms, and 2.0 ms…
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at the end of breakup. The droplet size distribution after reaching
equilibrium is normal-like, instead of uniformly distributed. The
reason that droplet size is normally distributed may stem from the
fact that the turbulent velocity distribution is assumed to be nor-
mal �see Eqs. �9� and �14��, which consequently leads to normally
distributed droplet size.

Gas velocity and turbulence kinetic energy: During the interac-
tion between droplets and gas, the gas phase also gains momen-
tum from droplets. Clearly, when a droplet spray is injected into a
quiescent gas reservoir, large entrainment velocities are generated.
The gas entrainment velocity in case 1a �Fig. 8�a�� is much larger
than that in case 1b �Fig. 9�a�� because of the lower gas density.
Meanwhile, Fig. 8�a� shows that, at the very beginning of injec-
tion, the gas entrainment velocity near the nozzle can almost be as
high as the droplet injection velocity, but will decrease as the
spray proceeds to its steady state. The possible reason is that right
after the first group of droplets come out of the nozzle, droplets
immediately experience a tremendous drag force due to the static
air, which will make droplets break up rapidly as well as exchange
momentum with the gas. The gas near the nozzle will gain rela-
tively large amounts of momentum resulting in significant gas
velocities. Because of the continuous discharge, the later droplets
will encounter a smaller drag force, or Weber number, since the

gas near the nozzle already has some entrainment velocity. As a
result, succeeding droplets will exchange relatively small amounts
of momentum with the local gas field. As a result, the gas entrain-
ment velocity near the nozzle will decrease to seek a momentum
equilibrium with the appearing droplets, while more and more
ambient gas attains an entrainment velocity as the spray spreads.
For case 1b, such a trend is insignificant because case 1b has a
much higher gas-phase density, i.e., by a factor of 30, than case
1a. As a result, the momentum exchange from the droplets to the
gas does not lead to variation in gas entrainment velocity as high
as for case 1a at the beginning of injection.

Figures 8�b� and 9�b� show the gas turbulence kinetic energy.
Gas turbulence kinetic energy is mainly produced and transported
by the shear stress on the gas caused by the momentum exchange.
As expected, case 1a produces much larger turbulent effects on
the gas phase because of smaller gas densities. Similar to the gas
velocity, the gas turbulence energy is more intense closer to the
nozzle. Roughly speaking, the gas turbulence energy is also in-
tense closer to the axial centerline except that the kinetic energy
right along the centerline is smaller than the nearby side areas.
Experiments �33� and some other numerical studies �12,17� ob-
served a similar trend. Because the spray gas velocity has an
axisymmetric distribution and reaches its maximum on the center-

Fig. 6 Droplet size distribution for case 1a „transient…
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line �see Figs. 8�a� and 9�a��, the shear stress on the centerline is
a minimum because ���v /�y. Although the centerline always has
the largest velocity in its axial plane, the kinetic energy along the
centerline will decay faster than in its nearby region.

6.2 Steady-State Spray Dynamics. After liquid is injected
from the nozzle, it takes a short time to reach a steady state. For
example, Wu et al. �33� reported that the characteristic time for
steady-state in their tests is about 30 ms. In this section, two
steady-state simulations of sprays, i.e., case 1a and case 2, are
conducted to investigate the dynamics of sprays.

Steady versus transient sprays: In Sec. 6.1, the dynamics of
spray evolution after injection was discussed. Now, a steady-state
simulation was performed for case 1a data to study the difference
between transient and steady sprays. The basic observations for
the droplet axial velocity, droplet diameter, gas axial velocity, and
gas turbulence kinetic energy under steady-state conditions �case
1a� are similar to those made for the transient case. We compared
steady-state spray dynamics with the situation at t=1.0 ms for
case 1a, where the t=1.0 ms was selected because its spray has
propagated long enough downstream. Referring to Fig. 10 show-
ing the droplet size distribution, it was found that for steady state

�Fig. 10�a��, the droplet mean volume diameter is larger along the
axial direction than in the transient case �t=1.0 ms� after 0.02 m
from the nozzle. Similar to Figs. 6�c� and 6�d� when t=1.0 ms for
case 1a, Figs. 10�c� and 10�d� �i.e., steady-state results for case 1a�
indicate that droplets relatively close to the nozzle have an irregu-
lar droplet size distribution due to the incomplete breakup process.
When comparing the size distributions �see Fig 10�d��, for the
steady-state case it is more like a normal distribution than in the
transient case. The differences are explained in Fig. 11.

Figure 11 shows the droplet mean axial velocity, gas velocity,
and droplet volume mean diameter for both steady-state and tran-
sient simulations as a function of radial distance at the axial loca-
tion of 0.07 m from the nozzle. The droplet velocities of steady
and transient sprays start from the same value at the centerline.
Then the droplet velocities at steady state become more elevated
than for the transient spray as the radial distance increases. For
those peripheral spray droplets, their steady-state velocities are
almost twice that of the transient case. It means that droplets in
transient sprays experience higher momentum loss during their
journey, because droplets in transient sprays have to overcome
more resistance, i.e., the drag force from the static gas. In contrast,

Fig. 7 Droplet size distribution for case 1b „transient…
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Fig. 8 Gas entrainment velocity and turbulence kinetic energy distributions for case 1a at different times „i.e., t=0.25 ms,
0.5 ms, 0.75 ms, and 1.0 ms…

630 / Vol. 129, MAY 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



steady-state sprays spread in a gas with their fully entrained ve-
locity. As a result, droplets in transient sprays also experience
more breakup and become smaller �see Figs. 10 and 11�b�� due to
relatively large Weber numbers �see Eq. �1��. Meanwhile, the gas
entrainment velocity for a transient spray is higher at the center-
line, and will reduce with a lower center velocity and higher pe-
ripheral velocity to reach the final steady-state, i.e., a fully devel-
oped situation.

Wu et al. �33� reported that the characteristic time for steady-
state in their tests is about 30 ms. In the present simulation for
case 1a, such a time is also approximately 30 ms. As indicated in
Fig. 11�a�, both gas and droplet velocities between the steady-

state case and the t=30 ms case are very close.
Turbulent dispersion effect on spray droplet transport: The

steady-state case 2 simulation was performed to validate the com-
puter model with experimental measurements �33�. Wu et al. �33�
provided the droplet mean axial velocity as well as the root mean-
square-value of the fluctuating axial droplet velocity component
as a function of radial distance r at the axial station 0.0762 m
�x /D=600� from the nozzle. A similar measurement was not
available in �32�. The validation with �33� involves a better un-
derstanding of turbulent dispersion on droplet transport.

Figure 3�b� depicts the axial velocity of each droplet �5000

Fig. 9 Gas entrainment velocity and turbulence kinetic energy distributions for case 1b at different times „i.e., t=0.5 ms,
1.0 ms, 1.5 ms, and 2.0 ms…
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droplets considered� and their average values in the radial direc-
tion. The simulation and experiments match very well. It is no-
ticed that, although the mean axial velocity decreases as the radial
distance increases, for one particular radial position the droplet
axial velocity range is large. For example, near the axial centerline
the droplet axial velocity can be as high as 13 m/s and as low as
only 5 m/s. This phenomenon is due to turbulent dispersion �see
Eqs. �14�–�16��. As a result, it is not surprising to see the wide
range of droplet velocities in radial direction.

7 Conclusion
The following conclusions can be drawn from the present

study:

1. Spray penetration depth is highly related to the back pres-
sure level. Spray penetrates faster and deeper under lower
back pressure than under high back pressure �see Figs. 3–5�
due to the lower gas density which will reduce the drag
force.

2. Under relatively low back pressure, the droplets with lowest
velocity and size always lie in the peripheral region of the
spray cone �see Figs. 4 and 5� because the peripheral drop-
lets are subject to larger drag forces �and hence larger slip
velocities� compared to the droplets in the spray core, and
hence will have shorter lifetimes and break up more rapidly.

3. All experimental measurements and simulations so far indi-
cate that the droplet velocity decreases with radial distance

as shown in Figs. 4 and 5. However, in terms of the trend of
droplet size as a function of radial distance, experimental
data and numerical simulations so far are contradictory.

4. Under relatively high back pressure, there is no distinct
droplet size difference between peripheral and core regions
downstream of the nozzle because droplets with high back
pressure have much higher Weber numbers. Almost all drop-
lets either in the core or the peripheral spray-cone regions
break up to tiny droplets very quickly in a short distance and
travel randomly under the effect of dispersion.

5. The droplets and gas with high back pressure reach their
equilibrium, i.e., no breakup occurring, in much shorter dis-
tances than under low back pressure due to the fast breakup
process brought by elevated gas pressure �see Figs. 6 and 7�.

6. After the droplets and gas reach their equilibrium, i.e., no
breakup occurring, the droplet size distribution of sprays
will be a normal-distribution-type.

7. The gas turbulence kinetic energy right along the nozzle axis
is smaller than in the nearby regions �see Figs. 8�b� and
9�b�� due to the lack of shear stress which is critical for the
transport of kinetic energy.

8. During steady state, the droplet mean volume diameter is
larger than in the transient case �Fig. 10� because, under
steady state, droplets are subject to smaller drag forces due
to the fully-developed gas entrainment velocities which will
reduce the slip velocities �see Eq. �9��.

9. Turbulent dispersion is very important for droplet transport

Fig. 10 Droplet size distribution for case 1a under steady-state condition
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trajectory simulations because droplets in sprays may have
significant fluctuating velocity components �see Fig. 3�b��.
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Near-Wall Turbulent Pressure
Diffusion Modeling and Influence
in Three-Dimensional Secondary
Flows
The purpose of this paper is to develop a second-moment closure with a near-wall
turbulent pressure diffusion model for three-dimensional complex flows, and to evaluate
the influence of the turbulent diffusion term on the prediction of detached and secondary
flows. A complete turbulent diffusion model including a near-wall turbulent pressure
diffusion closure for the slow part was developed based on the tensorial form of Lumley
and included in a re-calibrated wall-normal-free Reynolds-stress model developed by
Gerolymos and Vallet. The proposed model was validated against several one-, two, and
three-dimensional complex flows. �DOI: 10.1115/1.2723811�

1 Introduction

The turbulent pressure diffusion term in Reynolds-stress trans-
port equations is, in general, neglected not only because of the
lack of experimental or direct numerical simulation �DNS� data,
but also because this term does not seem important in plane chan-
nel flow �1�. Nevertheless, recent DNS computations over a
backward-facing step have shown its importance in detached
flows, especially close to the wall �2�.

The most widely used turbulent diffusion models are the Daly-
Harlow �3� proposal �hereafter DH�, and the Hanjalić-Launder �4�
model �hereafter HL�, which corresponds also to the Hirt �5�
model with a coefficient re-optimization. However, these two
models were initially proposed to model only the part correspond-
ing to velocity fluctuations �divergence of the triple-velocity cor-
relation dij

u �, neglecting the pressure fluctuations part. Further-
more, contrary to the HL model, which respects the tensorial
symmetry of the triple-velocity correlation, the DH proposal is not
symmetric in all three indices. The exact turbulent diffusion term
exhibits the same asymmetry, which means that a pressure diffu-
sion part is certainly included in the DH model, as suggested by
Lumley �6� and by Launder �7�. We have recently shown �8� that
the HL model improves the prediction of boundary-layer entrain-
ment for developing flow in a square duct �9�, and that the DH
model substantially improves the prediction of skin friction in the
reattachment and relaxation regions in two-dimensional �2D� su-
personic shock-compression ramps �10,11�.

These results suggested the design of a model that would com-
bine the advantages of both the DH and HL closures. Such a
model requires improvement of the closure used for the turbulent
diffusion and should include, explicitly, a model for pressure
diffusion.

Numerous previous assessments for the triple-velocity correla-
tion �12–16� based on a priori comparisons to experimental or
DNS data, have shown that the HL �4� and the Lumley �17� mod-
els give the best overall results, in one-dimensional �1D� plane
channel flow �1,18� and in three-dimensional �3D� boundary layer
�19�. Demuren and Sarkar �20�, in an a posteriori assessment,
compared for fully developed plane channel flow �21�, the DH �3�,
HL �4�, and Mellor-Herring �22� �hereafter MH� models, using the

Speziale-Sarkar-Gatski �23� pressure-strain model with wall func-
tions, and concluded that the MH model gives the best agreement
with experimental data.

Concerning the pressure-velocity correlation, the only theoreti-
cal proposal for the slow part, in homogeneous flows, was estab-
lished by Lumley �17�. The Lumley �17� model was however used
in inhomogeneous flows by several authors �24,25�. Fu �24� suc-
cessfully validated the Lumley �17� model in a 2D plane and
round jets �26,27� by using a basic Reynolds-stress closure and
the DH model for the triple-velocity correlation. Straatman �25�
used the Speziale-Sarkar-Gatski �23� and the Demuren-Sarkar
�20� pressure-strain models, and compared the DH, the Lumley,
and a modified version of the Lumley model �coefficients recali-
brated based on the analysis of zero-mean-shear turbulence�, for
fully developed channel flow at Re�=180 �1� and for flow over
backward-facing step �28�. The modified Lumley model per-
formed better than the original version whose predictions were
close to the DH model. Gatski �16� reached the opposite conclu-
sion for 1D turbulent channel flow at Re�=590 �18� with an
a priori assessment. Nevertheless, it is difficult to generalize these
results because Straatman �25� used second-moment closures with
wall functions.

More recently, Suga �29� proposed a rapid-part pressure-
diffusion model and used the DH proposal to model both the
triple-velocity correlation and the slow-part pressure-diffusion
terms. Based on the Craft-Launder �30� second-moment closure,
which is wall-normal free, the Suga �29� pressure-diffusion model
improved the prediction of the recirculating flow region behind a
rectangular trailing edge �31�. There are other proposals for the
pressure-diffusion term, but these models were essentially devel-
oped for the near-wall region �30� and some of them contain geo-
metric normals to the wall �32,33�.

In the present study, the flow is modeled by the compressible
Favre-Reynolds-averaged Navier-Stokes equations using the near-
wall second-moment closure of Gerolymos-Vallet �34� �hereafter
GV-RSM�, which is completely independent of wall topology, i.e.,
of the distance from the wall and of the normal-to-the-wall orien-
tation. The coefficient C2

H�A ,ReT� present in the rapid pressure-
strain redistribution model was slightly recalibrated to make the
model less prone to separation �hereafter GV-C2

H-modified RSM�,
and a complete turbulent diffusion model, including a near-wall
turbulent pressure-diffusion closure, was developed from the
Lumley �17� model and added to the GV-C2

H-modified RSM.
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2 Near-Wall Turbulence Modeling

2.1 Reynolds-Stress Equations Modeling. The exact trans-
port equations for the Favre-Reynolds-averaged Reynolds-stresses
can be written symbolically

Cij = dij + Pij + �ij − �̄�ij + Kij +
2

3
�p�ij �1�

where the convection Cij and the production Pij are exact terms.
Diffusion dij due to molecular dij

� and turbulent dij
T transport

dij = dij
� + dij

T; dij
� �

�

�x�

��̆
�ui�uj�

˜

�x�

� �2�

pressure-strain redistribution �ij, and dissipation �̄�ij terms re-
quire modeling. where �̆ is the molecular dynamic viscosity de-

termined by using Sutherland law �34�. The symbol �·�˘ is used to
denote a function of average quantities that is neither a Reynolds-

averaged �denoted �·�� nor a Favre-average �denoted �·�˜ �. In the
present work, we used the wall-normal-free GV-RSM closure,
where direct compressibility effects Kij and pressure-dilatation
correlation �p terms were neglected,

Kij � 0; �p � 0 �3�

Neglecting the compressibility effects on turbulence �Eq. �3�� is
tantamount to neglecting density fluctuations ���0, so that Favre
and Reynolds averages are approximately equal

�� � �̄; ũi � ūi; ui�uj�
˜ � ui�uj� �4�

The redistribution �ij and the dissipation �̄�ij terms were modeled
together as the sum of a homogeneous part �denoted by H�, an
inhomogeneous part �denoted by I� and the isotropic part of the
dissipation term

�ij − �̄�ij = ��ij − �̄��ij −
2

3
�ij�	� −

2

3
�ij�̄�

= �ij1
H + �ij2

H + �ij1
I + �ij2

I −
2

3
�ij�̄�

� − C1
H�̄�aij − C2

H�Pij −
1

3
�ijP��	

+ C1
I �

k
��̄uk�um� eIk

eIm
�ij −

3

2
�̄uk�ui�eIk

eIj
−

3

2
�̄uk�uj�eIk

eIi
�

+ C2
I��km2

H eIk
eIm

�ij −
3

2
�ik2

H eIk
eIj

−
3

2
� jk2

H eIk
eIi
� −

2

3
�ij�̄�

�5�

where �ij1
H and �ij1

I contain also the anisotropic part of the dissi-
pation tensor ��ij − �2/3��ij��. As usual �17,35� both the homoge-
neous and the inhomogeneous parts are split into a slow part �de-
noted by 1� and a rapid part �denoted by 2�. The anisotropic part
of the dissipation term is included in the slow homogeneous part
�ij1

H through the particular form of the coefficient function C1
H �Eq.

�6�� proposed by Launder-Shima �36�

C1
H = 1 + 2.58AA2

1/4�1 − e−�ReT/150�2
� �6�

A2 = aikaki; A3 = aikakjaji; A = �1 −
9

8
�A2 − A3��

aij =
ui�uj�

k
−

2

3
�ij �7�

where A2 and A3 are respectively the second and third invariant of
the anisotropy tensor aij and A is the flatness parameter introduced

by Lumley �17�.
Although the inhomogeneous terms have a form similar to the

classically used echo terms, they do not contain any topology
parameter. A unit vector e�I=eIi

e�i pointing in the turbulence inho-
mogeneity direction was developed in order to replace the geo-
metric normal to the wall present in classical redistribution echo
terms �8�

e�I =

grad
 �T�1 − e−�ReT/30��

1 + 2�A2 + 2A16�
grad
 �T�1 − e−�ReT/30��

1 + 2�A2 + 2A16� �8�

�T =
k3/2

�
; ReT = k2��̆��−1 �9�

where �T is the turbulence length scale, ReT is the turbulent Rey-
nolds number. The distance-from-the-wall effects are included in
the coefficient functions C1

I and C2
I by using turbulence quantities

gradients, which replace the geometric distance from the wall
present in classical echo terms �Table 1�.

We chose the simple models proposed by Rotta �37� for the
slow homogeneous part �ij1

H and by Naot et al. �38� for the rapid
homogeneous part �ij2

H , preferring to focus on the coefficient func-
tion C2

H. The particular form of C2
H�A ,ReT� developed by

Gerolymos-Vallet �34� �Eq. �10�, Fig. 1� is directly responsible of
the ability of the model to predict separation and its precise func-
tional dependence on A controls the size of the separation zone.
Furthermore, this form improves the prediction of the turbulence
structure �8�.

Table 1 GV-C2
H and GV-C2

H-modified inhomogeneous redistri-
bution coefficients

C1
I = 0.83�1 −

2

3
�C1

H − 1��grad
�T�1 − e−ReT/30�
1 + 2A2

0.8 �
C2

I = max�2

3
−

1

6C2
H ,0�grad
 �T�1 − e−ReT/30�

1 + 1.8A2
max�0.6,A��

Fig. 1 Redistribution coefficient C2
H
„A…
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C2
H = C2 GV

H = min�1,0.75 + 1.3 max�0,A − 0.55��

	 A�max�0.25,0.5−1.3 max�0,A−0.55����1 − max�0,1 −
ReT

50
	�

�10�

Nevertheless, the GV-RSM slightly overestimates the size of the
3D separation zone, especially for 3D confined flows. Indeed, the
GV-RSM does not accurately model compressibility and thermal
effects, which can influence the size of the recirculation zone pre-
diction. Therefore, the function C2

H was slightly reoptimized �Eq.
�11�, Fig. 1�.

C2
H = C2 GV modified

H = min�0.85,C2 GV
H � �11�

The particular form of C2
H �Fig. 1� proposed by Gerolymos-Vallet

�34� used the proposal of Launder-Shima �36� until A=0.55,
which corresponds approximately to the logarithmic zone, and
then is sharply raised to a value of 1 when the flatness parameter
A tends to unity, which corresponds to the outer part of the bound-
ary layer where turbulence is near isotropic. This choice was mo-
tivated by the experimental observation that in separated flow re-
gions, the flatness parameter A approaches unity �34,39�. The
various forms used for C2

H�A ,ReT=
� depend mainly on two pa-
rameters �Fig. 1�, the slope at A=0.55 and the value at A=1.
Increasing these two parameters, increases the predicted size of
the recirculation size so that the GV-RSM predicts a larger sepa-
ration zone than the GV-C2

H-modified RSM, which separates more
than the Launder-Shima RSM. Note that the calibration of this
coefficient could be reoptimized according to further modification
of the modeling of various terms.

2.2 Turbulent Diffusion Modeling. The turbulent diffusion
dij

T is due to velocity fluctuations dij
u and to pressure fluctuations

dij
p

dij
T = dij

u + dij
p =

�

�x�

�− �̄ui�uj�u��� +
�

�x�

�− p�uj��i� − p�ui�� j��

�12�

In the GV and the GV-C2
H-modified Reynolds-stress closures,

turbulent diffusion transport was modeled by using the HL model
�Eq. �13�� and the pressure diffusion term was neglected �dij

p

�0�.

dij
u =

�

�x�

�− �̄ui�uj�u��� =
�

�x�
�Cs

k

�
��̄ui�um�

�uj�u��

�xm
+ �̄uj�um�

�u��ui�

�xm

+ �̄u��um�
�ui�uj�

�xm
	� ; Cs = 0.11 �13�

Previous a posteriori assessments of triple-velocity correlation
models on several configurations �8,40� have shown little differ-
ence between the HL, the Lumley �17�, the Cormack-Leal-
Seinfeld �12�, the Magnaudet �41�, and the Younis-Gatski-
Speziale �42� models, with due allowance for fine tuning of the
model coefficients. Indeed, an erroneous coefficient can change
the size of recirculation zone, for example, and this is especially
true if the second-moment closure used is able to correctly predict
large separation �8�. Taking into account that these models are in
majority bilinear in the Reynolds stresses and their gradients,
Gatski �16� did not consider this conclusion surprising. Neverthe-
less, it should be noted that, �i� the Younis-Gatski-Speziale �42�
model contains mean-flow velocity gradients, but we found very
little difference with the HL model in an a priori assessment for
fully developed plane channel flow �1� and �ii� the dissipation-rate
� gradient present in the Magnaudet �41� proposal in his original
form �and the Cormack-Leal-Seinfeld �12� model as well� should

be removed not only to avoid numerical instabilities close to the
wall, in the reattachment zone �43�, but also because it overesti-
mates the triple-velocity correlations for 1D plane channel flow
�15�.

In the present study, we have chosen for the turbulent diffusion
transport the model proposed by Lumley �17�

− �̄ui�uj�u�� = CS1�̄
k

�
Gij� + CS2�̄

k

�
�Gimm� j� + Gjmm�i� + G�mm�ij�

Gij� = ui�uk�
�uj�u��

�xk
+ uj�uk�

�ui�u��

�xk
+ uk�u��

�ui�uj�

�xk
�14�

dij
p =

�

�x�

�CSP�̄uj�um� um� �i� + CSP�̄ui�um� um� � j�� �15�

whose first term of the triple-velocity correlation corresponds to
the HL proposal �Eq. �14�� and that includes a model for the slow
part of the pressure-velocity correlation �Eq. �15��.

The coefficient CSP of the pressure diffusion model was modi-
fied in the present work to account for near-wall effects by using
a function of the flatness parameter of Lumley �Eq. �16��

CSP = 0.085�1 + min�0.5,Amax�0.25,2�1−6A���� �16�

Indeed, the original value proposed by Lumley �17� CSP=0.2,
which means that the pressure-diffusion contribution equals to
−20% of the triple-velocity correlation, was determined from
mathematical developments for homogeneous flows, and in con-
sequence this value is too high close to the wall. Furthermore, the
coefficient CSP cannot be zero near the wall because the pressure-
diffusion term is important in this zone in detached flows �2�. The
proposed coefficient CSP value is 0.1275, except close to the wall
where it is sharply damped to a value of 0.085 �Eq. �16�, Fig. 2�.
Then, the coefficients CS1 and CS2 �Eqs. �14� and �17�� were reca-
librated for improved prediction of separated flows �the original
values proposed by Schwarz-Bradshaw �14� were CS1=0.098,
CS2=0.01265�

CS1 = 0.0935; CS2 = 0.0115 �17�

The coefficients C1
I and C2

I were also slightly modified �Table 2�

Fig. 2 Turbulent pressure-diffusion coefficient CSP

Table 2 Present model

C1
I = 0.83�1 −

2

3
�C1

H − 1��grad
�T�1 − e−�ReT/30��
1 + 2.05A2

0.8 �
C2

I = max�2

3
−

1

6C2
H ,0�grad
�T�1 − e−�ReT/30��

1 + 1.5A2
max�0.6,A��

636 / Vol. 129, MAY 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to give the correct near-wall turbulence structure and the correct
logarithmic law for flat plate boundary layer �44�. These two co-
efficients C1

I and C2
I are systematically recalibrated, for different

variants of the wall-normal-free RSM closures, to obtain the cor-
rect near-wall prediction of zero-pressure-gradient turbulent
boundary layer �8�. Finally, to investigate the influence of the
pressure-diffusion term, a version of the present model without
pressure diffusion �dij

p =0� was developed, and the calibrated co-
efficients C1

I and C2
I are given in Table 3.

3 Validation
The present model was then validated against experimental or

DNS data for several flows �i� fully developed plane channel
turbulent-flow of Kim et al. �1�, �ii� incident oblique shock-wave/
boundary-layer interaction of Reda and Murphy �45�, �iii� 3D
transonic channel of Ott et al. �46�, and �iv� high-subsonic annular
cascade with large separation of Doukelis et al. �47�. Computa-
tions were carefully checked for grid convergence and for confor-
mity with experimental inflow and boundary conditions �48�. The
numerical method used in the present work �49,50� shows
no significant CPU-time differences between various Reynolds-

stress models and only 26% overhead per iteration for seven-
equation �RSM� computations compared to two-equations �k-��
computations.

3.1 Plane Channel. Various triple-velocity correlations mod-
els were compared with DNS data �Fig. 3� for fully developed
plane channel flow �1� both a priori �Lumley and HL models� and
a posteriori �various wall-normal-free Reynolds stress models�.
Note that the present model �with and without pressure-diffusion
term dij

p � uses the Lumley proposal �Eq. �14�, the difference be-
tween the coefficients CS1,CS2 proposed and the original values is
too small to change substantially the a priori assessment in this
test case� and that the CV-C2

H-modified RSM uses the HL pro-
posal �Eq. �13�� offering a comparison of a priori and a posteriori
predictions with the same triple-velocity correlations closure. It is
quite easy to evaluate triple-velocity correlation models by con-
ducting an a priori comparison to DNS data in 1D plane channel
flow. Nevertheless, it is difficult to choose the best proposal since
the HL model gives the best asymptotic behavior for the u�v�v�
and the v�v�v� components, whereas the Lumley model is better
away from the wall �Fig. 3�.

An a posteriori comparison between the present model with and
without pressure-diffusion term dij

p indicates that the model pro-
posed for the slow-part of the pressure-velocity correlation is es-
sentially significant in the outer part of the boundary layer �Fig.
3�. All turbulence models �using the HL or the Lumley model�
give similar results for this simple flow. They all underestimate
the level of u�u�v� and u�v�v� maxima at y+�50, and they all
predict an erroneous sign near the wall �y+�40� for the w�w�v�
component. Nevertheless, note that w�w�v� component is one or-
der of magnitude lower than u�u�v�, and that in this simple flow,
where most turbulence closures were calibrated, the most impor-
tant component is the u�v�v� present in the shear-stress equation.
Furthermore, only the divergence of the triple-velocity correla-
tions enters the Reynolds-stress transport equation �Eq. �12��. If

Table 3 Present model without pressure diffusion „dij
p=0…

C1
I = 0.83�1 −

2

3
�C1

H − 1��grad
�T�1 − e−�ReT/30��
1 + 1.52A2

0.75 �
C2

I = max�2

3
−

1

6C2
H ,0�grad
 �T�1 − e−�ReT/30��

1 + 1.25A2
max�0.6,A��

Fig. 3 Comparison of a priori prediction, and of computed results „a posteriori
prediction… using the present model with and without pressure diffusion and
the GV-C2

H-modified RSM, with DNS data †1‡ of triple-velocity correlations for
plane channel flow „Re�=180, Cf=8.18Ã10−3, ReB=5600…
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we consider the four nonzero components of the turbulent diffu-
sion due to velocity fluctuations dij

u �Eq. �12��, the present RSM
�Eqs. �14� and �17�� and the GV-C2

H-modified RSM �Eq. �13��
predict quite similar dij

u profiles except for the shear-stress dxy
u+ and

the normal dyy
u+ components. The present RSM gives better agree-

ment with DNS data, but overpredicts the peak near the wall while
those in the buffer-layer zone are underpredicted �Fig. 4�.

The pressure diffusion of the u�v� component dxy
p+ is in quite

good agreement with DNS data �Fig. 5�. However, the present
RSM gives a profile that vanishes at the wall contrary to the DNS
data, and the peak near the wall of the dyy

p+ component is not
correct. This is due to the pressure-diffusion closure of the present

RSM �the pressure-diffusion term is neglected in the
GV-C2

H-modified RSM�, which is only function of the triple-
velocity correlation. Further developments are required, in par-
ticular, on the echo-part and rapid-part modeling �35�, which are
missing, to improve the prediction near the wall.

3.2 Oblique Shock-Wave/Boundary-Layer Interaction.
This configuration, experimentally studied by Reda and Murphy
�45�, consists of an oblique shock-wave MSW=2.9 and �SW

=13 deg impinging on a flat-plate turbulent boundary-layer. The
inflow boundary conditions were chosen to fit the available ex-
perimental data �45�

Fig. 4 Comparison of computational results using the present model and the GV-C2
H-modified RSM,

with DNS data †1‡ of turbulent diffusion due to velocity fluctuations dij
u for plane channel flow „Re�

=180, Cf=8.18Ã10−3, ReB=5600…

Fig. 5 Comparison of computational results using the present model with DNS data †1‡ of pressure
diffusion term dij

p for plane channel flow „Re�=180, Cf=8.18Ã10−3, ReB=5600…
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pti
= 689,010 Pa; Tti

= 291 K; Tw = 271 K �18�

and only grid-converged results are presented �details on grid-
convergence studies and on the influence of boundary conditions
are given in Refs. �10,48�.

Comparison of skin-friction distribution for the oblique-shock-
wave/boundary-layer interaction �Fig. 6� highlights the impor-
tance of the pressure-velocity correlation in the reattachment re-
gion. Indeed, we note that the pressure-diffusion term is directly
responsible for improving the skin-friction shape prediction in the
reattachment region by removing the peak located at x�0.04 m
�Fig. 6�b��. This improvement is independent of the recirculation
zone prediction since the present model and the GV-C2

H-modified
RSM predict identical wall-pressure distributions �the CS1 and CS2
coefficients of the present model, were calibrated to this purpose�
and the GV model, which overestimates the recirculation zone,
gives the same skin-friction prediction in the reattachment zone as
the GV-C2

H-modified RSM. Furthermore, previous assessments
�8� have shown that the DH �3� model for the triple-velocity cor-
relation improves the skin-friction prediction in the same way.
Since the very simple DH proposal is asymmetric in all of the
three indices, such as the exact turbulent-diffusion term �Eq. �12��,
these results corroborate the thesis that the DH proposal should be
considered as a model for the turbulent-diffusion term. This idea
was previously suggested by Lumley �6� and Launder �7�.

Note that the use of a triple-velocity correlation model without
a suitable coefficient calibration can change the size of the recir-
culation zone as we can see by comparing the present model with
and without pressure diffusion dij

p �Fig. 6�a��. Previous studies
have shown a dramatic overestimation of the recirculation zone by
using a too high CS1 coefficient in a strong shock-wave/boundary-
layer interaction on a compression ramp �8�. The GV RSM
slightly overpredicts the size of the recirculation zone and the
GV-C2

H-modified RSM seems to underestimate this region. How-
ever, this configuration is not free of 3D effects and probably
contains compressibility and thermal effects �wall temperature
was not measured�, which are not taken into account. Conse-
quently, since it is possible to adjust the size of the pressure pla-
teau through the particular form of the redistribution function C2

H,
there is no need in dwelling on the accuracy of the upstream
influence prediction �Fig. 6�, as far as pressure diffusion modeling
is concerned.

3.3 3D Transonic Channel. The 3D transonic channel con-

figuration, studied experimentally by Ott et al. �46�, is an interest-
ing test case to evaluate the capacity of a model to predict solid
corner secondary flow with shock-induced recirculation. A shock
wave is created by adapting the outflow static pressure p̄o with a
cylindrical rod located 480 mm downstream the throat. The two
extreme positions of the rod �horizontal and vertical�, which cor-
respond to outflow-static-to-inflow-total-pressure ratio �S-T
= p̄o / pti

=0.636,0.669, induce a shock wave whose position is re-
spectively the most upstream and the most downstream in the test
section. The computational domain, which corresponds to 1/4 of
the symmetric nozzle, is Lx	Ly 	Lz=264	40	20 mm. The
grid used is Ni	Nj 	Nk=Nx	Ny 	Nz=241	121	97 with yw

+

�zw
+ �0.65. The computational grid used was uniform in the

streamwise direction. On the solid walls, the Njs
=80%Nj and the

Nks
=80%Nk points are geometrically stretched with ratio ry

=1.08 and rz=1.09 in the y and z directions respectively, while the
remaining points are uniformly distributed. The computational
grid was chosen from previous grid studies �49,51� and for all of
the turbulence closures used, convergence of the computations
was obtained in about 20 h CPU time on NEC SX-8 with the
numerical method developed by Gerolymos-Vallet �50�. Note that
monogrid computations were performed due to the important dif-
ference between boundary layer thicknesses �yi

and �zi
at the inlet.

At inflow �x=−100 mm�, the experimentally determined condi-
tions �46� were applied

pti
= 168,600 Pa; Tti

= 323 K; �yi
= 0.2 mm; �zi

= 2 mm

Tui
= 2 % ; �Ti

= 20 mm �19�

The boundary layer thickness �yi
and �zi

are different because of
the presence of slots on the nozzle liners which cut off the bound-
ary layer.

Comparison of isentropic-wall-number distributions �Fig. 7� in-
dicate that the GV and the GV-C2

H-modified Reynolds-stress mod-
els predict a too large pressure plateau behind the shock-wave/
boundary-layer interaction �which does not appear
experimentally� whose size varies homothetically with the shock-
wave intensity �the detached zone is more pronounced with �S-T
=0.669�. From this, it may be deduced that a simple adjustment of
the C2

H function, the particular form of which is able to control the
size of the recirculation zone, cannot give a good agreement with
experimental data for both outflow-static pressures. On the other

Fig. 6 Comparison of grid-converged computations with measurements †45‡ of wall-pressure „a…
and skin-friction „b… x-wise distributions, for Reda-Murphy †45‡ incident-shock-wave interaction „M�

=2.9, Re�0
=0.97Ã106, ��SW=13 deg… using the present model with and without turbulent pressure

diffusion dij
p, the GV and GV-C2

H-modified RSMs „iso-Machs computed with the present RSM…
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hand, the present model is in perfect agreement with experimental
data contrary to its version without pressure diffusion modeling.
This means that only explicit pressure-diffusion modeling is able
to improve the corner secondary flow prediction and to adjust its
size in accordance with the shock-wave intensity.

This is certainly combined with the improvement of the corner
secondary flow prediction, which influences the shock-induced
recirculation at the corner and the isentropic-wall-number distri-
bution on the sidewall �z=0� at midheight �y=40 mm� of the

nozzle. Indeed, the surface on which M̆ =0.1 �Fig. 8� clearly
shows a substantial difference between the present model and the

present RSM with dij
p =0 predictions. The lower outflow-static-to-

inflow-total pressure ratio ��S-T=0.636� induces the stronger
shock wave, which restricts the size of the corner secondary flow.
As a result, the overestimation of the corner secondary flow ob-
tained by using the model with dij

p =0 has not as influence on the

isentropic-wall Mach number M̆is prediction as the �S-T=0.669
simulation �Fig. 8�. In that case ��S-T=0.669�, taking into account
of the pressure-diffusion process dij

p reduces substantially the size
of the corner secondary flow.

3.4 High-Subsonic Annular Cascade. The stator of 19
blades, which was studied experimentally by Doukelis et al. �47�,
was simulated on an H–O–H grid of 2.75	106 points �49� dis-
cretizing one blade passage with pitchwise periodicity conditions
��52�, where it is shown that this grid is reasonably grid
converged�.

The spanwise distribution of inflow angle �generated by the
presence of an upstream scroll �47��, induces a large separation
zone at the hub of the cascade �Fig. 9�. The present model �Fig. 9�
gives the correct prediction of the pitchwise-averaged flow-angle
�M along the span � at the outlet of the cascade ��= �R
−RHUB� / �RTIP−RHUB�, where RHUB and RTIP are respectively the
radius at the hub and the tip of the cascade�. The correct predic-
tion of this angle is directly related to the correct prediction of the
large corner stall observed in this cascade ��M=90 deg corre-
sponds to purely circumferential flow�. If the pressure diffusion
term is neglected �present model with dij

p =0�, the results are less
satisfactory. However, we can note that the GV-C2

H-modified
RSM is in quite good agreement with experiment and a slight
recalibration of the C2

H coefficient should give perfect results.
Nevertheless, this new recalibrated RSM would not be satisfac-
tory for the previous test cases. Furthermore, previous studies �8�

Fig. 7 Comparison of computations with measurements †46‡ of isentropic-wall Mach number M̆is on
the sidewall „z=0… at the y-symmetry plane „y=40 mm… of the transonic square nozzle configuration
of Ott et al. †46‡ „only 1/4 of the symmetric nozzle is shown… for two outflow-static-to-inflow-total
pressure ratios �S−T=0.636,0.669 „Tui

=2%; �Ti
=0.020 m; 241Ã121Ã97 grid…, using the present model

with and without turbulent pressure diffusion dij
p, the GV and the GV-C2

H-modified RSMs; iso-Machs
computed with the present RSM at z=2 mm

Fig. 8 Mach number isosurface at a value of M̆=0.1 for the
transonic square nozzle configuration of Ott et al. †46‡ „only 1/4
of the symmetric nozzle is shown… for two outflow-static-to-
inflow-total pressure ratios �S-T=0.636,0.669, using the present
model with and without turbulent pressure diffusion dij

p.
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have shown that turbulent diffusion models, which only include
the triple-velocity correlation, do not have a major effect on this
flow. Thus, for this complex detached flow, the turbulent-diffusion
process dij

T seems to have little influence compared to the redistri-
bution term �ij. That is why a basic linear eddy-viscosity model
where the redistribution term does not appear �here, the linear k-�
model of Launder-Sharma �53�� completely fails in predicting this
3D flow �Fig. 9�.

4 Conclusion
In the present work, a complete turbulent-diffusion closure,

which includes a model for the slow part of the pressure-velocity
correlation, was proposed and included in a recalibrated version of
the Reynolds-stress model developed by Gerolymos-Vallet �34�.
The closure for the pressure-diffusion term was based on the
Lumley proposal and coefficients were reoptimized to take into
account near-wall effects.

Comparison to experimental measurements for the 2D shock-
wave/boundary-layer interaction showed that the present model
improves the skin-friction distribution in the reattachment and the
relaxation zones without modification of the prediction of wall-
pressure distribution, as did the DH model �studies presented in a
previous paper �8��, which confirm that the DH model takes into
account a part of pressure diffusion, and actually models the com-
plete turbulent transport term. Unfortunately, the DH model uses a
very restrictive tensorial form and fails improving the prediction
of 3D complex flows, contrary to the Lumley model, whose ten-
sorial basis is more general. Then, the DH model should be used
only for simple flows as suggested by Lumley �6�. Furthermore,
being advised by recent works �54� of the skin-friction
measurement-technique sensitivity �and related unsteadiness
shock-wave effects� in reattachment region, the pressure-diffusion
model was not calibrated to conform with experimental data.
However, in this kind of 2D separated flow, the pressure-diffusion
term seems to be significant only downstream the interaction
without any influence on the size of the recirculation zone.

The present model was validated in 3D flows by comparing
computations with experiments for a 3D transonic channel and a
high-subsonic annular cascade. Explicit modeling of the pressure-
diffusion term based on the tensorial form of Lumley, improves
the prediction of the corner secondary flow in the 3D transonic
channel for both the weak and strong shock waves. Although the
present model is in quite good agreement with experimental data
for the annular cascade, the turbulent-diffusion model seems less
important than the redistribution for the prediction of a large re-
circulation zone.
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An Application of a Gradient
Theory With Dissipative Boundary
Conditions to Fully Developed
Turbulent Flows
The paper presents a complete gradient theory of grade two, including new dissipative
boundary conditions based on an axiomatic conception of a nonlocal continuum theory
for materials of grade n. The total stress tensor of rank two in the equation of linear
momentum contains two higher stress tensors of rank two and three. In the case of
isotropic materials, both the tensors of rank two and three are tensor valued functions of
the second order strain rate tensor and its first gradient. So the vector valued differential
equation of motion is of order four, where the necessary dissipative boundary conditions
are generated by using porosity tensors. An application to hydrodynamic turbulence by a
linear theory is shown, whereby fully developed steady turbulent channel flows with fixed
walls and one moving wall are also examined. The velocity distribution parameters are
identified by a numerical optimization algorithm, using experimental data of velocity
profiles of channel flow with fixed walls from the literature. These profiles were compared
with others given in the literature. With these derived parameters, the predicted velocity
gradient of a channel flow agrees well with data from the literature. In addition all
simulations were successfully carried out using the finite difference method.
�DOI: 10.1115/1.2720476�

1 Introduction
It is well known that turbulence is the result of dynamic insta-

bility of shearing flows and that turbulent flows exhibit internal
kinematic structure in the form of eddies. Osborne Reynolds rec-
ognized that turbulence is, in essence, a problem of statistical
dynamics and proposed a probabilistic averaging technique to ob-
tain the fundamental equations governing the average flow. Con-
ventional statistical theory of hydrodynamic turbulence is based
on the Reynolds stress averaging of the classical Navier-Stokes
equations. In this paper the phenomenon of fully developed tur-
bulence is not described by the kinematical aspect of instabilities
based on the classical Newtonian framework �Navier-Stokes equa-
tions�. There is, however, a proposal for analyzing this by non-
Newtonian fluid effects based on adequate constitutive equations
fulfilling the second law of thermodynamics.

Such problems can also be described by continuum theories
based on nonclassical continua. In contrast to the classical theory,
the kinematical status in any material point is not only character-
ized by the velocity vector but is considered to have additional
kinematical variables like vorticity, microrotation, etc. Various
types of Cosserat theories and theories for fluids with microstruc-
tures were generated in this way. Theories of microfluids with
microrotations and/or microstretching were first introduced by
Eringen �1–3� in the sixth decade of the last century and the fol-
lowing decades �4–6�.

Maugin �7� gives a very comprehensive review about con-
tinuum thermodynamics based on the principle of virtual power
with application to the theory of coupled fields in deformable
continua and other important areas of physics. A fundamental
analysis of gradient theories of the nth order is also presented in
this paper.

There are quite a few studies applying these theories to turbu-

lent flows and it has been shown in various papers, that the appli-
cation of micropolar theories for calculating turbulent flows gives
an adequate description �4,8–12�. Ariman et al. �13� gave an im-
portant and very interesting comprehensive review of possible ap-
plications of microcontinuum theories to fluids. On the basis of
Eringen’s micropolar model Ahmadi �14� presented a study to
describe turbulent shear flows employing the regular averaging
technique.

Other possible ways of describing turbulent flows are so-called
gradient theories dealing with a classical continuum with only one
vector for each material point—in the case of fluids the velocity
vector—but taking into consideration higher gradients of the ve-
locity field in the constitutive equations. These kinds of theories
with applications to elasticity of solids were first introduced by
Mindlin �15� in the 1960s and by Eringen �4,5� and Cheverton and
Beatty �16� in the 1970s.

In the comprehensive review of Maugin �7� one can also find a
separate section which presents a fundamental analysis of the nth
order gradient theories of continua. Another important paper of
Drouot and Maugin �17� deals with higher velocity gradients for
describing polymer diffusions and contains a critical study of
some corresponding flows. In the second part of this work, a
second-order gradient theory is directly introduced to describe a
nonhomogeneous flow, where the characterization of the fluid par-
ticles �macromolecules� is described by a vectorial internal vari-
able. These theories were also called polar and/or nonlocal field
theories or theories of nonsimple materials.

In this paper we choose for the description of a fully developed
steady turbulent channel flow, a gradient theory of grade two, as
introduced by Trostel in the 1980s �18,19� based on an axiomatic
conception using the first law of thermodynamics and the prin-
ciples of rational mechanics �determinism, objectivity, neighbor-
hood�. This basic continuum mechanical concept from Trostel is
very similar to the concepts of Mindlin �15�, Eringen �4,5�, and
Maugin �7� but gives concrete ideas for generating the necessary
constitutive equations and dissipative boundary conditions with
porosity tensors. These tensors take a certain roughness of the
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boundary into consideration. The higher “sensitiveness” of the
body, or fluid, having the kinematic phenomenom of turbulence, is
considered, using a modification of the principle of local neigh-
borhood. This means that not only the first but also higher
velocity-gradients are admitted in the kinematical description.
Hence, there are sets of dynamical and kinematical variables in
the form of stress tensors and dual strain-rate tensors not only of
second but also higher ranks depending on the grade of the model
used. It should be remarked that there are certain relations be-
tween polar theories and gradient theories in the order of differ-
ential equations of motion. For instance, Silber �20� has shown for
certain kinematical restrictions that there are correlations and
comparable sensitivities between a grade two gradient fluid and a
simple Cosserat fluid.

Another motivation, or indication for using gradient theories, to
describe turbulent flows, may be the fact that already in the 1950s
one can find proposals by Prandtl, v. Kármán, and Schlichting
�21�, that not only the first, but also the second gradient of the
average velocity v of turbulent flows should be considered. So v.
Kármán suggests a dependence of the turbulent apparent shear
stress on a function of the form �v�2+�2v�2 where �=const. �21�.

2 Theory

2.1 Field Equations of Linear Gradient Theory for Fluids
of Grade Two. For generating gradient theories, the usage of the
principles of rational mechanics, especially determinism, objectiv-
ity, modified local neighborhood, and the second law of thermo-
dynamics lead to the field equations of linear and angular momen-
tum as well as to the constitutive forms for the set of stress
tensors. Generally, for a material of grade n, there are n higher
stress tensors from rank two up to rank n+1 which depend on the
second order strain rate tensor �symmetric part of velocity gradi-
ent� and its gradients up to grade n−1 �18,19,22,23�. The equation
of linear momentum has the same structure as in the case of an
ordinary continuum �n=1� but within a total stress tensor of rank
two containing all higher stress tensors up to rank n+1 in the form
of a function series. The conservation of angular momentum is
reduced to the requirement for the total stress tensor to be sym-
metric, hence all higher stress tensors are symmetric in the last
two right-side indices. For a grade three theory, the constitutive
equations for the three viscosity stress tensors of rank-two up to
four for isotropic materials are developed by Silber �22� in the
form of power series representation. Generally, the tensors are
tensor-valued isotropic functions of rank two up to four of tensor
valued arguments of rank two up to four �23�.

In the case of a grade-two theory �n=2� based on the concept of
the principles of rational mechanics and the first law of thermo-
dynamics the specific dissipative power is a functional of the first
and second gradient of the velocity field �18,19�, so the two kine-
matical tensor valued variables are the strain-rate tensor D and its
gradient in the following forms �for tensor notation see Appendix�

D ª

1

2
��v + v � �

and

�D ª

1

2
���v + �v � � �1�

where v is the velocity vector and � is the NABLA-operator. The
equation of linear momentum and conservation of mass have the
classical forms

� · S� + �k = �v̇

and

�̇ + � � · v = 0 �2�

with the total stress tensor of rank-two S�, the body force per unit
mass k and the density � �the dot at the velocity vector means the

material time derivative�. The total stress tensor in �2�1 reads

S� ª − pI + SR

�2�

− � · SR

�3�

�3�

where p is the hydrostatic pressure, I is the unit tensor of rank-two
and SR

�i� �i=2,3� are the two stress tensors of rank-two and three.
For a linear theory of grade-two the constitutive equations for
these two stress tensors adopt the following forms of second and
third order tensor functions in the two kinematical tensors D and
�D �22,23�

SR

�2�

= �1�tr D�I + �2D
�4�

SR

�3�

= ��3 � tr D +
�4

2
� · D�I +

�4

4
�I�� tr D� + I2

�4�

· �� tr D��

+
�5

2
�I�� · D� + I2

�4�

· �� · D�� + �6 � D +
�7

2
�D � � · · �I1

�4�

+ I2

�4�

�

In �4� �i �i=1,2 , . . . ,7� are material coefficients, I1
�4� and I2

�4� are
isotropic tensors of rank-four �see Appendix�, tr�•� means the
trace-operator, ��•��grad�•� and � · �•��div�•� are the gradient
and divergence operators and “··” means the double-scalar product
�see Appendix�.The relations �4� are based on the theory of iso-
tropic tensor functions, so there are no terms of the gradient of D
within the stress tensor of rank two and vice versa of the strain
rate tensor D itself within the stress tensor of rank three possible
�isotropic tensor-valued tensor functions are built up of isotropic
tensors only, see Appendix�. Inserting �4� into �3� one gets with
regard to �1� the following representation of the total stress tensor
as a second-order tensor function of the first and third gradients of
the velocity field;

S� = �− p��� + �1
0 � · v + �2

0��� · v��I + �3
0 � ��� · v�

+ �1��v + v � � − �2���v + v � � �5�

where � is the Laplacian-operator and �i
0 and � j are material

coefficients which are defined by

�1
0
ª �1 �2

0
ª −

1

2
�2�3 + �4� �3

0
ª −

1

2
��4 + �5 + �7�

�6�

�1 ª
�2

2
�2 ª

1

4
��5 + 2�6 + �7�

From �5� the Newtonian fluid results for �2
0=�3

0=�2�0. Inserting
�5� into the balance of linear momentum �2� one gets with regard
to a conservative field of external body force �k=−�U the fol-
lowing vector valued differential equation of the fourth order for
the velocity field:

�1
0 � �� · v� + �2

0����� · v�� + �1�v − �2��v − ��p + U� = �v̇

�7�

with newly defined material coefficients

�1
0
ª �1

0 + �1 �2
0
ª �2

0 + �3
0 − �2 �8�

The specific dissipative power reads

�Ḋ = �1 tr2 D + �2 tr D2 + �3�� tr D� · �� tr D�

+ �4�� · D� · �� tr D� + �5�� · D� · �� · D�

+ �6��D� ¯ �D � � + �7�D � � ¯ �D � � � 0 �9�

or in terms of the velocity gradient
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�Ḋ = �1�� · v�2 +
�2

2
��v� · · ��v + v � � +

1

4
�4�3 + 2�4 + �5�

���� · v� · ��� · v� +
1

2
��4 + �5���v� · ��� · v�

+
�5

4
��v� · ��v� +

1

4
�2�6 + �7����v� ¯ �v � �� � 0

�10�

For incompressible fluids in the previous equations tr D=� ·v=0
has to be considered.

2.2 Dissipative Boundary Conditions for Gradient Fluids
of Grade Two. One can generally get the necessary boundary
conditions for the solutions of the field equation �7� from the
mechanical power P�O at the surface O�V� of the continuum
which reads for a theory of grade-two �18,19,22�

P�O =	
O�V�

��0 · v + �1 ·
�v
�sn

�dO �11�

where the two stress vectors �0 and �1 at the surface of the body
are defined by

�0 ª n · S� − ��2 + 2Hn*� · �n · SR

�3�

�, �1 ª nn · · SR

�3�

�12�

with the planar part �2 of the NABLA operator �=�2+n� /�sn,
the unit normal vector at the surface area n, and the middle bend
of the surface area H �for local-convex area n*=−n and for local-
concave area n*=n�. Two classes of boundary conditions are pos-
sible: in the case of ideal boundary conditions �so-called isoener-
getic conditions�, the power of surface vanishes �P�·�0�. For
real, respectively dissipative boundary conditions with P�·�0
Trostel �19� developed a conception using so-called porosity ten-
sors and Alizadeh �24� gave a particular formulation for dissipa-
tive boundary conditions for fluids of grade three.

2.2.1 Flow With Velocity-Slip. In the case of a gradient theory
of grade two considering a velocity-slip at the boundary with

vW − vF � 0 respectively vW � vF �13�

we get from �24� the following two dynamical boundary condi-
tions:

�0 · I2 ª 
	vv�vW − vF� + 	vv�
��vW − vF�

�sn
� · I2

�14�

�1 · I2 ª 
	vv��vW − vF� + 	v�v�
��vW − vF�

�sn
� · I2

where the indices F and W denote fluid and wall, 	vv to 	v�v� are
so-called porosity coefficients, and I2=I−nn is the planar unit
tensor of rank-two. Satisfying the non-negative specific dissipa-
tion energy of a thin layer at the boundary consisting of fluid and
wall simultaneously leads to the following restrictions from �24�:

	vv � 0 	v�v� � 0 	vv	v�v� � 	vv�
2 �15�

Together with �12�–�14� one gets the complete dynamical bound-
ary conditions

�n · S� − ��2 + 2Hn*� · �n · SR

�3�

�� · I2

=
! 
	vv�vW − vF� + 	vv�

��vW − vF�
�sn

� · I2

�16�

�nn · · SR

�3�

� · I2=
! 
	vv��vW − vF� + 	v�v�

��vW − vF�
�sn

� · I2

where on the left-hand sides of �16� S� has to be taken by �5� and
SR

�3� by �4�1 with regard to �1�, so that the expressions �16� are
complete functions of the velocity vectors vW and vF at the
boundary only.

2.2.2 Flow Without Velocity-Slip. If there is no velocity-slip at
the boundary, the kinematical and dynamical boundary conditions
are �24�

vW − vF = 0, respectively vW = vF

�17�

�nn · · SR

�3�

� · I2=
!

− �	v�v�
�vF

�sn
� · I2

.

2.3 One-Dimensional Steady Channel Flow of Incompress-
ible Gradient Fluids of Grade Two. Let x be the coordinate for
the flow direction and y the cross-sectional coordinate of the gap
of the channel, then for a one-dimensional steady pressure driven
channel flow between parallel plates the velocity field has the
form of

v�x,t� = v�y�ex �18�

where v is the only nonzero velocity coordinate in the axis direc-
tion ex �see Fig. 1�.

With regard to �18� one gets from �5� respectively �7� the con-
stitutive equation for the �total� shear stress 
xy respectively the
equation of motion of a fluid of grade two in the forms of


xy = �1
dv
dy

− �2
d3v
dy3 �

d

dy
��1v − �2

d2v
dy2� �19�

and

�1
d2v
dy2 − �2

d4v
dy4 �

d2

dy2��1v − �2
d2v
dy2� = A

Fig. 1 One-dimensional channel flow with moving upper wall
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A ª

d

dx
�p + U� = const � 0 �20�

Satisfying the non-negative specific dissipation energy �9� respec-
tively �10� the two material coefficients �1 and �2 with regard to
�6� have to fulfill the following restrictions

�1 � 0 and �2 � 0 �21�

The general solution of �20� adopts the form

v�y� = C1 sinh 	y + C2 cosh 	y + C3y + C4 +
A

2�1
y2 	2

ª

�1

�2

�22�

where 	 is a newly defined material coefficient.

2.3.1 Channel Flow Without Velocity-Slip. In the case of a
channel flow with fixed walls, the symmetry condition v�y�−v�
−y�=0 has to be fulfilled, so that with regard to �22� C1=C3=0.
From �17� we get the following kinematical and dynamical
boundary conditions:

� = 0

and

	����

�1

d�

dy
+

1

	2

d2�

dy2 = 0 at y =
h

2
�23�

Together with �22� and �23� the closed form of the velocity field
then reads

v��� = − B
1 − �2 − 2


�2�1 −
cosh ��

cosh �
��  ª

1 + �3�2

1 + �3� tanh �

�24�

with the following definitions for B, the nondimensional param-
eters � and �3 and the nondimensional cross-section coordinate �

B ª

A

2�1
�h

2
�2

� 0 � ª 	
h

2
�3 ª

	v�v�

�1h/2
� ª

y

h/2
�25�

The restrictions for these parameters derived from �15� and �21�
with regard to �22�2 read

� � 0 or � � 0 and �3 � 0 �26�

2.3.2 Channel Flow With Velocity-Slip. With regard to the
symmetry condition v�y�−v�−y�=0 the two dynamical boundary
conditions derived from �16� read

	vv

�1
v + �1 +

	vv�

�1
�dv

dy
−

1

	2

d3v
dy3 = 0 at y =

h

2
�27�

	vv�

�1
v +

	v�v�

�1

dv
dy

+
1

	2

d2v
dy2 = 0 at y =

h

2

With regard to �22� and �27� the following closed form of velocity
field can be generated

v��� = B
�2 +
2

M
�F + �

cosh ��

cosh �
�� �28�

where

M ª �1 − �� tanh � � ª �2
2 − �1�3

F ª � �

2
− �3 +

�2

�2�� tanh � − � −
�1

2
�1 −

2

�2� − �1 + 2�2�

� ª � + �2 −
�1

�2 �1 ª
	vv

�1

h

2
�2 ª

	vv�

�1
�29�

and B, �, �, and �3 are defined in �25� and the following restric-
tions derived from �15� and �21� have to be fulfilled

� � 0 or � � 0 and �1 � 0 �3 � 0 �2
2 − �1�3 � 0 �30�

2.3.3 Channel Flow With Moving the Upper Wall Without
Velocity-Slip. In the following case the upper wall �0=h /2� of the
channel is moving with constant velocity U and the lower wall
�y=−h /2� is fixed �see Fig. 1�. With regard to �17� the four kine-
matical and dynamical boundary conditions read

v = 0 and −
	v�v�

�1

dv
dy

+
1

	2

d2v
dy2 = 0 at y = −

h

2

v = U and +
	v�v�

�1

dv
dy

+
1

	2

d2v
dy2 = 0 at y = +

h

2
�31�

With regard to �31� one gets from �22� the following closed form
of the velocity field;

v��� = − B
1 − �2 − 2


�2�1 −
cosh ��

cosh �
��

+
U

2

1 + � + ��� −

sinh ��

sinh �
�� �32�

with

� ª

�3

1 − �3�1 − � coth ��
�33�

where B, �, �3, and � are defined by �25� and the restrictions �26�
have to be fulfilled. For U�0 the solution �32� leads to the special
case of channel flow with fixed plates �24�.

2.3.4 Channel Flow With Moving the Upper Wall and
Velocity-Slip. With regard to �16� the four dynamical boundary
conditions read:

	vv

�1
v − �1 +

	vv�

�1
�dv

dy
+

1

	2

d3v
dy3 = 0 at y = −

h

2
�34�

	vv�

�1
v −

	v�v�

�1

dv
dy

+
1

	2

d2v
dy2 = 0 at y = −

h

2

and

	vv

�1
�v − U� + �1 +

	vv�

�1
�dv

dy
−

1

	2

d3v
dy3 = 0 at y = +

h

2
�35�

	vv�

�1
�v − U� +

	v�v�

�1

dv
dy

+
1

	2

d2v
dy2 = 0 at y = +

h

2

With regard to �34� and �35� one gets from �22� for the closed
form of the velocity field

v��� = B
�2 +
2

M
�F + �

cosh ��

cosh �
��

+
U

2
�1 +

1

N

Q� + �� + �2�

sinh ��

sinh �
� �36�

with

N ª 1 + � + �1 + 2�2 − �� − �3�� coth �, Q ª ��1 − ���coth �

�37�

where F, B, �1, �2, �3, �, �, �, �, and M are defined by �25�
respectively by �29� fulfilling the restrictions �26�. For U�0 the
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solution �36� leads to the special case of channel flow with fixed
plates �28�.

3 Finite Difference Method
Besides the analytical solution, the differential equations were

solved using a finite-difference method. The discretization of the
gap with n grid points is shown in Fig. 2. The distance between
the grid points is �y. The discretization of the differential Eq. �20�
then reads

a1vi+2 + a2vi+1 + a3vi + a4vi−1 + a5vi−2 = A �38�
with the coefficients

a1 = a5 = −
�2

�y4 a2 = a4 =
�1

�y2 +
4�2

�y4 a3 = −
2�1

�y2 −
6�2

�y4

�39�
Expression �38� leads to a system of linear equations for the un-
known velocities vi. The gradients at the walls are obtained by
fitting the function to an interpolated curve and then differentiat-
ing this curve. The gradients for y=−h /2 can be expressed by the
values of vi, whereby the equations for y= +h /2 take analogous
forms,


 �v
�y
�

y=−h/2
= −

1

4

v5

�y
+

4

3

v4

�y
− 3

v3

�y
+ 4

v2

�y
−

25

12

v1

�y


 �2v
�y2�

y=−h/2
=

11

12

v5

�y2 −
14

3

v4

�y2 +
19

2

v3

�y2 −
26

3

v2

�y2 +
35

12

v1

�y2


 �3v
�y3�

y=−h/2
= −

3

2

v5

�y3 + 7
v4

�y3 − 12
v3

�y3 + 9
v2

�y3 −
30

12

v1

�y3

�40�
Introducing these gradients into the boundary condition �34� and
�35�, the values v1 and v2 can be expressed by v3, v4, and v5.
Solving the equations with the finite difference method is used as
the basis for further simulations taking two-dimensional domains
into account.

4 Application to Fully Developed Turbulent Flows
In the following application to fully developed steady turbulent

channel flows, the velocity field v in all above equations has to be

understood as a mean velocity field v̄ in the form of a quantity
average at a location x over a certain period of time �t, which is
large enough so that v̄ is time independent,

v̄�x� ª
1

�t	
t=t0

t0+�t

v�x,t�dt �41�

To simplify the notation in the rest of this article the symbol v�x�
will be used for the mean velocity v̄�x�.

4.1 Optimization Routine. In the subsequent analysis, a nu-
merical identification of the material parameters was carried out
by using the model for a channel flow with fixed walls. With these
calculated parameters a prediction for a measured velocity gradi-
ent and a simulation of channel flows with an upper moving plate
was calculated.

For describing the experimental data of channel flow, the pa-
rameters within the velocity distributions �24� and �28� have to be
determined such that these functions predict the experimental data
in a satisfactory way. This is obtained by using a quality function
�2 of the following form

�2
ª

1

n
��

i=1

n

�v�yi;�,�1,�2,�3� − v�yi��2=
!

min �42�

where v�y ;� ,�1 ,�2 ,�3� is the velocity distribution with the
model parameters �, �1, �2, and �3, v�yi� is the measured veloc-
ity value at the position yi and n is the number of data points.
Because all parameters within the velocity distributions appear in
a nonlinear way, a nonlinear optimization routine has to be used
for minimizing the quality function �42�. The goal of the numeri-
cal optimization process is to find the global minimum of this
function. Apart from linear optimization for a nonlinear proce-
dure, one can only be sure in certain special cases as for convex
quality functions that such a routine will find the global minimum.
To ensure at least a certain probability for finding a global mini-
mum, a stochastic routine was employed. This routine is known as
“Simulated Annealing” algorithm �25�.

4.2 Parameter Identification Based on Channel Flow Data.
Using the experimental data of �26� the following nondimensional
form of the velocity profile is given by

V��� ª
v���
v�0�

with V�0� = 1 �43�

4.2.1 Parameter Identification Without Velocity Slip. With
�24� and �43� one gets

V��� =

1 − �2 − 2


�2�1 −
cosh ��

cosh �
�

1 + 2


�2

1 − cosh �

cosh �

 ª

1 + �3�2

1 + �3� tanh �

�44�

For experimental data from �26�, by using the previously de-
scribed optimization algorithm, disregarding the restriction �26�2,
the following values for the two parameters �3 and � in expres-
sion �44� can be determined ��2=0.26496�10−3�,

�3 = − 2.4424634 � 10−2 � 0 � = 40.265075 �45�

Using the parameter restriction �26�2 one gets for the optimal
quality function ��2=0.1335144�:

�3 = 2.185455 � 0 � = − 565.97459 �46�

A satisfactory reproduction of the experimental data can only be
obtained by the parameter set given in �45�. Unfortunately this set
does not fulfill the restriction �26�, because the value of the pa-
rameter �3 is negative thus violating the dissipation postulate �10�.

Fig. 2 Discretization of the gap „channel flow…
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Otherwise, if the postulate �10� is fulfilled, the optimal parameter
set �46� does not meet the experiment efficiently. So both solu-
tions are inadmissible. This seems to prove that boundary condi-
tions without velocity-slip in the context of the above model do
not adequately describe the experimental data.

4.2.2 Parameter Identification With Velocity Slip. With �28�
and �43� the velocity profile in dimensionless form is obtained by

V��� =

F +
M�2

2
+ �

cosh ��

cosh �

F +
�

cosh �

�47�

On the basis of the experimental data of �26� the parameters �i
�i=1,2 ,3� and � in expression �47� with a �2 of 0.10289�10−3

were derived, by using the optimization algorithm. Expression
�48� shows the resulting numerical values

�1 = 5.0861629 �2 = 1.9319036 �3 = 0.73508637

� = 6.944230 �48�
In contrast to �45�, these parameters fulfill the restrictions �30� and
are thus admissible in the sense of the dissipation postulate �10�.
Figure 3 shows a comparison of the calculated velocity profile
with the above given parameters and the experimental data of
Piesche and the data of Schlichting �27�, Comte-Bellot �28,29�,
and Reichardt �30�. The velocity-slip at the boundary of about
60% is comparable with earlier calculations given by Trostel
�18,19�, Silber �22�, Alexandru �31�. But these calculations were
based on “field-boundary conditions,” since the dissipative bound-
ary conditions of this analysis were not available at that time. On
the basis of those “field-boundary conditions,” the possibility of
decreasing velocity-slip with higher gradient models can be ob-
tained. Indeed, the velocity-slip of a gradient grade three theory
was lower than one of a grade two �22�. There may exist a kind of
“convergence,” whereby a certain gradient model can give an ac-
curate slip at the boundary. Therefore further investigations with
higher gradient models are desirable.

Because the parameters �45� are inadmissible in the sense of the
dissipation postulate �10� and the parameters �46� do not describe
the problem in an adequate way �no slip condition�, these param-
eter sets will not be considered in the following analysis.

4.3 Prediction of Velocity Gradient Measurements of
Steady Channel Flow. Differentiating the velocity field �47� in
the case of channel flow with velocity-slip regarding the non-
dimensional cross section coordinate � the following non-
dimensional form of velocity gradient is obtained

dV���
d�

=

M� + ��
sinh ��

cosh �

F +
�

cosh �

�49�

In Fig. 4 a comparison of experimental data and the prediction of
velocity gradient �49� using the parameter set �48� is shown. The
course of the model shows clearly that the prediction by the slip-
theory is suitable. This indicates the necessity of using velocity-
slip-condition, at least in the case of the presented theory. More-
over curvatures given in Fig. 4 generated by the finite difference
method �see Sec. 3� are congruent with those derived from theory.

4.4 Simulation of Steady Channel Flows With One Mov-
ing Wall. In Fig. 5 different scenarios of channel flows with mov-
ing upper wall on the basis of the optimized model parameters
�48� are shown. For the nondimensional representations V of the
velocity profiles with slip conditions by obeying �36� for B�0
one gets

V ª

v���
v�0�

=

a��� +
2F

M
+ �
1 +

P���
N

�
a�0� +

2F

M
+ �

� ª

U

2B
�50�

with

Fig. 3 Comparison of experimental data „dots… and theoretical
predicted velocity profile „solid line… of a steady channel flow
with velocity slip

Fig. 4 Comparison of experimental data by Reichardt †32‡
„dots… and theoretical predicted velocity gradient „solid line… of
steady channel flow with velocity slip

Fig. 5 Velocity distributions of steady channel flow with mov-
ing upper wall for varying �
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a��� ª �2 +
�

M

cosh ��

cosh �
P��� ª Q� + �� + �2�

sinh ��

sinh �

�51�

To generate different scenarios, the parameter �ªU /2B is varied
and the predicted velocity distributions with slip condition should
create an idea of the flow behavior.

4.5 Mean Shear Stress of Channel Flow With Fixed Walls
and Friction Reynolds Number. Finally, a comparison of the
shear stresses and Reynolds number will be discussed. With re-
gard to �19� and �43� one gets the following nondimensional rep-
resentation for the mean shear stress as a function of the nondi-
mensional velocity gradients


̂��� ª
h/2

�1v�0�

xy =

dV���
d�

−
1

�2

d3V���
d�3 �52�

Inserting �49� into �52� leads to the following linear expression of
the nondimensional coordinate �


̂��� =
M�

F +
�

cosh �

�53�

From �52� and �53� one gets with regard to �29� and the optimized
parameters �48� the value for dimensionless wall shear stress in
the case of channel flow of a grade two fluid with velocity slip
condition in the following form:


̂W = 
̂�� = − 1� =
h/2

�1��0�

xy�y = − h/2� = −

M

F +
�

cosh �

= 0.423

�54�

Unfortunately, we could not find any data of wall shear stresses in
the literature. Only Reichardt gives some formulas for its calcula-
tion. In Reichardt �30� one can find the relations u*=
0 /� and

vmax

u* = 2.5 ln�
hvmax

�

�vmax

u* �−1�
where � is the density of the fluid, 
0 is the wall shear stress, vmax
is the velocity in the channel axis, and � is the kinematic viscosity.
With the relevant values �h=24.6 cm, vmax=365.5 cm/s, �
=10−3 kg/cm3 for water� one gets u*=15,2 cm/s and 
0
=2.3104�10−3 N/cm2. With these values, taking the dynamic
viscosity of water as �=1.1�10−5 kg/cm−1 s−1 one can calculate
the nondimensional wall shear stress 
̂Wª �h /2 /�vmax�
0=7.1.
The comparison of these values with those calculated by the gra-
dient theory shows that the wall shear stress formulas calculated
by Reichardt are one order of magnitude higher. Lacking further
information these results are only mentioned but not discussed
further.

For a final discussion including the Reynolds number, the fric-
tion Reynolds number Re
 and the friction velocity u
 can be
defined in the common way,

Re
 ª
�u
h/2

�

and

u
 ª�
W

�
�55�

With regard to �54� the wall shear stress 
W is


W ª 
xy�y = − h/2� =
�1��0�

h/2

̂W �56�

Regarding �54� and �56� and the definition of the Reynolds num-
ber Reª ����0�h /2� /� one gets the following final expression for
the friction Reynolds number:

Re
 = �Re��1

�

W = �Re�0.423

�1

�
�57�

For getting a certain numeric range of the friction Reynolds num-
ber, it is assumed that the material coefficient �1 in �57� can prob-
ably be interpreted as the classical �molecular� dynamic viscosity
� �with regard to �22�2 and �25�2 the other material coefficients �2
and � can be interpreted as kinds of correction factors with re-
spect to the classical Newtonian concept �see also the expressions
�19� and �20���. The expression �57� finally leads to

Re
 = �0.423�Re �58�

Figure 6 shows a comparison between the numerical results by
�33� with the results of the gradient theory analysis presented
here. The results of �33� are based on a direct numerical simula-
tion �DNS� where a no slip condition at the wall ���=1�=0 is
assumed. It can be seen, that the dimensionless velocity distribu-
tion in the case of the gradient theory is very close to the numeri-
cal data given by Moser et al. �33� and the experimental data by
Piesche �26� except in the region close to the wall. The aberration
in the near-wall region is apparent, since in the gradient theory a
dissipative boundary condition �slip condition� was used. Moser
et al. �33� found on the basis of DNS, that the �dimensionless�
velocity profiles of fully-developed turbulent channel flow do not
change their form �U+−y+ -diagram�, when the friction Reynolds
number passes 395. So it is probably possible that the presented
theory is suitable for describing turbulent channel flows particu-
larly for friction Reynolds numbers higher than 395, because the
dimensionless velocity profile �50� is independent of the pressure
gradient A respectively B �for pure channel flows the wall velocity
U�0 and thus ��0�.

Measurements of flow velocity by Piesche �26� �using hot wire
anemometer� and Adrian et al. �34� �using PIV, data not plotted in
Fig. 6� are only available for wall distances in which the results of
the models with velocity slip at the wall are the same. Thus a final
validation of the gradient theory with wall slip is currently not
possible.

Adrian et al. �34� and Moser et al. �33� describe the turbulent
velocity fluctuations and the formation of the turbulent structures
in a detailed way. A comparison, e.g., of the turbulent velocity
fluctuations with results of the gradient theory is not possible,
because the gradient theory takes into account an average value of

Fig. 6 Comparison of mean velocity profiles by experiments
and gradient theory with wall slip condition
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the flow velocity only. Furthermore the gradient theory is based
on a steady-state approach, e.g., time-averaged velocity profiles
are used.

5 Conclusion
The objective of this study was to investigate the appropriate-

ness of a continuum mechanical gradient theory to describe mea-
surements of fully developed steady turbulent channel flows.
Therefore a grade two gradient theory based on an axiomatic con-
ception of Trostel �18,19� is presented. The differential equation
of motion in the case of a linear theory derived from the equation
of linear momentum is of the fourth order. Two cases have been
discussed: channel flow with fixed walls and channel flow with
one moving wall both with velocity slip at the wall. The necessary
boundary conditions include material parameters as well as so
called porosity parameters. These parameters characterize a cer-
tain roughness of the boundary of the flow region.

For describing turbulent flows, the velocity field is identified
with the average velocity field in the form of a quantifiable aver-
age at a location over a certain period of time. The identification
of the model parameters in the velocity distributions was carried
out by a numerical algorithm called Simulated Annealing based
on experimental data of fully developed steady channel flow with
fixed walls from the literature �26�. The predictions with such
derived parameter sets were compared with different experimental
data from the literature �27,29,30,32�. It could be shown that a
model without using velocity slip as boundary conditions, did not
fulfill the restrictions derived from the dissipation postulate �8�.
Therefore all solutions of the velocity field are inadmissible. In
the case of a theory with velocity-slip, all parameters fulfill the
dissipation postulate and the predictions show accordance with all
experimental data used in this analysis. The calculated value of
velocity-slip at about 60% is comparable with earlier analyses
without using a closed systematic form of dissipative boundary
conditions �19,22,31�. Furthermore it is remarkable that the pre-
dicted velocity gradient of channel flow with fixed walls, which is
based on optimized parameters from the measurement data of
�26�, describes almost precisely the experimental data of velocity
gradient by Reichardt. This result again supports the necessity to
use velocity slip condition at least in the light of the presented
theory.

Supplementary, the results of the presented gradient theory are
compared with numerical calculations by Moser et al. �33� based
on a direct numerical simulation �DNS�. Thereby the predicted
velocity distribution on the basis of the gradient theory is in ac-
cordance with the data of Moser except in the near-wall region.
This abberation is apparent, because in the gradient theory a dis-
sipative boundary condition in the form of a slip condition was
used. Finally an explicit expression for the calculation of the fric-
tion Reynolds number in the case of a gradient fluid of grade two
is generated to dicuss its relevance.

Furthermore the simulations of channel flows with one moving
wall show exclusive velocity distribution scenarios using varying
wall velocities and pressure gradients. As expected the results
derived by the finite difference method are in accordance with the
results calculated by the theory.

Appendix: Tensor Notation

An arbitrary tensor of rank n is presented in the form A�n�. With
exceptions tensors of rank-two are always written as A�2��A. The
so-called dyadic product of two vectors a and b results in a tensor
of rank two A and is defined by

A ª ab �A1�

In general the “k-times scalar product” between a tensor A�m� of
rank m and a tensor B�n� of rank n results in a tensor C�p� of rank
pªm+n−2k, so that

�A2�

Isotropic tensors of rank 2n are written in the form I�2n�
i and fulfill

the tensor transformation

�A3�
with �the summation convention of Einstein is considered�

�A4�
where Q are orthogonal transformations. In the case of rank two
there exists only one isotropic tensor I with the following well-
known property

I
�2�

� I = eiei = IT with I · a = a · I = a �A5�

In the case of rank four there exist three tensors I
�4�

i�i=1,2 ,3� with
the following properties:

I
�4�

1 = eie je jei = I1
T

�4�

with I
�4�

1 · · A = A · · I
�4�

1 = A �A6�

I
�4�

2 = eie jeie j = I2
T

�4�

with I
�4�

2 · · A = A · · I
�4�

2 = AT �A7�

I
�4�

3 = eieie je j � II = I3
T

�4�

with I
�4�

3 · · A = A · · I
�4�

3 = �tr A�I
�A8�
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Automatic Differentiation of the
General-Purpose Computational
Fluid Dynamics Package FLUENT
Derivatives are a crucial ingredient to a broad variety of computational techniques in
science and engineering. While numerical approaches for evaluating derivatives suffer
from truncation error, automatic differentiation is accurate up to machine precision. The
term automatic differentiation comprises a set of techniques for mechanically transform-
ing a given computer program to another one capable of evaluating derivatives. A com-
mon misconception about automatic differentiation is that this technique only works on
local pieces of fairly simple code. Here, it is shown that automatic differentiation is not
only applicable to small academic codes, but scales to advanced industrial software
packages. In particular, the general-purpose computational fluid dynamics software
package FLUENT is transformed by automatic differentiation.
�DOI: 10.1115/1.2720475�

1 Introduction
Approximating derivatives by finite differences is a subtle, and

often annoying, task. In particular, it usually takes several runs of
the program until a suitable stepsize is found, and even then it is
difficult to estimate the truncation error that is inherent to this way
of evaluating derivatives. Therefore we would like to have an
efficient and easy-to-use alternative that eliminates the concept of
a stepsize and does not involve any truncation error at all. In fact
there is a technique called automatic or algorithmic differentiation
�AD� which is capable of efficiently evaluating accurate deriva-
tives of functions implemented by arbitrarily complex computer
programs.

In applying AD to FLUENT,1 one of the leading commercial
computational fluid dynamics �CFD� software packages, we show
that AD is not only applicable to small academic programs, but
scales to large industrial simulation codes. Thus, by providing
derivatives without truncation error, AD accelerates the transition
from large-scale simulation to optimization. A shift from a pure
simulation to a systematic approach of determining design vari-
ables or model parameters by some kind of optimization frame-
work is one of the major trends in today’s computational science.
Examples include multidisciplinary design optimization, param-
eter identification, and other inverse problems. Derivative infor-
mation is also crucial for analyzing the sensitivity of simulation
outputs with respect to physical or model parameters.

After a brief introduction into the elementary concepts of auto-
matic differentiation, we report on the results of applying the AD
technology to the FLUENT code consisting of approximately 1.6
million lines of Fortran. From two case studies, the reader may get
a feeling for the additional information provided by an automati-
cally “differentiated” CFD code.

2 Automatic Differentiation
Automatic differentiation refers to a set of techniques for trans-

forming a given computer program P into a new program P�
capable of computing derivatives in addition to the original out-
put. More precisely, if P implements some function

f:Rn → Rm

mapping an input x to an output y= f�x�, the transformed program
P� computes not only the function value y but also the m�n
Jacobian matrix

J =
�y

�x

at the same point x. The AD-generated program P� is called the
differentiated program.

The basic idea behind AD is the fact that the execution of P is
nothing but a—potentially very long—sequence of elementary
arithmetic operations such as binary addition, multiplication, or
intrinsic functions like sin�·� or cos�·�. The partial derivatives of
all these elementary functions are known and, following the chain
rule of differential calculus, can be combined in a step-wise man-
ner to yield the overall derivative of the entire program.

To illustrate the basic idea behind AD, consider the following
simple code fragment and keep in mind that the technique is also
applicable to larger codes. The sample Fortran fragment is given
by

u = x�1� + x�2�

v = sin�u�

y = v � x�1� ,

and computes the scalar output y=sin�x1+x2� ·x1 from a given
two-dimensional input vector x= �x1 ,x2�T using the intermediate
variables u and v. We introduce a straightforward strategy of au-
tomatic differentiation called the forward mode by studying the
transformation of the sample code fragment. In the forward mode,
a gradient object �w is associated to every scalar variable w ap-
pearing in the original code. In the differentiated code, this gradi-
ent object �w is used to store the partial derivatives of the vari-
able w with respect to the input variables of interest, i.e., �w
=�w /�x, and additional statements for updating �w are executed
whenever the value of w changes. Suppose that we would like to
obtain derivatives of y with respect to x1 and x2. Note that the
forward mode follows the control flow of the original program,
i.e., the differentiated code computes y and �y from given values
of x1 ,x2 and �x1 ,�x2. Thus, in mathematical notation the above
code segment would be augmented to

�u = �x1 + �x2; u = x1 + x2

1FLUENT is a registered trademark of Fluent Inc.
Contributed by the Fluids Engineering Division of ASME for publication in the
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�v = cos�u� · �u; v = sin�u�

�y = �v · x1 + v · �x1; y = v · x1

If we are interested in partial derivatives with respect to n input
variables then the code produced by the forward mode contains a
length-n loop for each operation with a gradient object. More
precisely, the AD-generated code implementing the above
forward-mode equations is given by the following:

do i=1,n
g �u�i�=g �x�i ,1�+g �x�i ,2�

enddo
u=x�1�+x�2�
do i=1,n

g �v�i�=cos�u��g �u�i�
enddo
v=sin�u�
do i=1,n

g �y�i�=g �v�i��x�1�+v�g �x�i ,1�
enddo
y=v�x�1�

Here, the gradients are implemented by arrays, for instance, �u is
represented by g �u�1:n�. In this simple example, we are inter-
ested in derivatives with respect to n=2 scalar input variables. If
the code is initialized with �x1= �1,0� and �x2= �0,1�, then it is
easy to check that the differentiated code computes �y
= ��y /�x1 ,�y /�x2�.

Because of the associativity of the chain rule, there are different
ways to combine the partial derivatives of the elementary func-
tions leading to different algorithms for AD. In exact arithmetic,
all techniques deliver the same results but may differ significantly
in time and space complexity. The complexity of an AD-generated
program is typically measured in terms of the complexity of the
original program. One is interested in how much more time and
storage are consumed by the AD-generated program than by the
original program. To this end, let Tf and Mf denote the execution
time and memory requirement, respectively, of the original pro-
gram evaluating some function f :Rn→Rm. Similarly, let TJ and
MJ denote time and memory of the AD-generated program ca-
pable of computing not only f but also its m�n Jacobian matrix
J. If we were to improve the performance of the original code, we
would try to minimize Tf and Mf as a function of n and m. In AD,
however, the original code is taken as input so that Tf and Mf are
given quantities. Rather, one is interested in minimizing the ratios
TJ /Tf and MJ /Mf. That is, one is trying to reduce the overhead
incurred by the derivative computation, compared to the compu-
tation of the function to be differentiated.

Comparing the original code P for computing f and the AD-
generated code P� for computing f and J, one can see from the
above example that the execution time and storage requirement of
the forward mode roughly grow with the number of directional
derivatives, n. That is, the ratios TJ /Tf and MJ /Mf depend linearly
on n, and these ratios are independent of m.

Notice that the time complexity of the forward mode of AD
corresponds to that of numerical differentiation by divided differ-
encing. For instance, approximating the Jacobian of the function f
by first-order forward divided differences

�f

�xi
�

f�x + hei� − f�x�
h

i = 1, . . . ,n

needs n+1 evaluations of f . Here, ei�Rn denotes the ith canoni-
cal unit vector, and h is the step size. Thus, for first-order forward
differences, we have TJ /Tf =n+1.

In contrast, there is a so-called reverse mode where the time
complexity, relative to the original program, depends on m, but

not on n. Therefore, the reverse mode is preferable when comput-
ing gradients of scalar functions depending on many input vari-
ables since its time complexity is a small multiple of the time to
run the original code, independent of the length of the gradient.

In contrast to symbolic differentiation which is typically pro-
vided by computer algebra packages like Maple �1� or Math-
ematica �2�, AD is applicable to large computer codes with loops,
conditional branches, and subroutine calls. AD generates a pro-
gram for evaluating derivatives rather than a mathematical for-
mula. Yet the results obtained by AD-generated code are accurate
up to machine precision due to the absence of any numerical
approximation scheme.

There is a growing number of tools for automatically differen-
tiating computer programs written in languages like Fortran77/90/
95, C, C��, and Matlab. Examples include ADIFOR �3�, TAMC/
TAF �4�, TAPENADE �5�, ADIC �6�, ADOL-C �7�, ADIMAT �8�,
ADMIT �9�, and MAD �10�. See www.autodiff.org for a more
detailed overview of currently available AD software. The books
by Griewank �11� and Rall �12� give a thorough introduction to
automatic differentiation.

3 FLUENT
FLUENT, developed by Fluent Inc., is a general-purpose com-

puter program for simulating fluid flow, heat transfer, and chemi-
cal reactions in two and three space dimensions. It is used in a
broad variety of industrial branches and academic research includ-
ing the automotive and aerospace industries, metallurgy, and
power generation. In the present case studies we use version 4.5.2
of the FLUENT code which is essentially written in Fortran 77
with some additional Fortran 90 language elements that are
mainly used for dynamic memory management. The whole source
code consists of more than 2 million lines of Fortran, including
comments. Furthermore there are approximately 50,000 lines of C
code primarily concerned with the graphical user interface and
system calls. However most of the C code is not relevant for the
computational part of FLUENT.

4 Automatic Differentiation of FLUENT
In this section, we describe the extension of the functionality of

FLUENT by automatic differentiation. The sheer size of the FLU-
ENT source code requires a reliable and robust automatic differ-
entiation tool for the code transformation process. For this task we
use version 2.1 of the ADIFOR �3� software tool which has been
successfully used in numerous applications from various scientific
disciplines, e.g., Refs. �13–17�. ADIFOR �Automatic differentia-
tion of Fortran� is capable of transforming a given Fortran 77
program into a new program that computes the same function as
the original code and additionally evaluates certain derivatives
that have been specified before. ADIFOR only accepts standard
Fortran 77 as input language, with the exception of some addi-
tional commonly used language extensions like, e.g.,
DO…ENDDO, INCLUDE, and IMPLICIT NONE. Therefore we
first create a modified version of FLUENT containing no Fortran
90 constructs. In this version the memory is allocated statically
and all statements involving dynamic memory management have
been disabled. A number of minor modifications are necessary,
correcting nonstandard Fortran 77 programming techniques that
typically arise during many years of program development. A few
subroutines, mainly responsible for input/output �I/O�, have been
explicitly excluded from the AD process. Furthermore we remove
the graphical user interface for the sake of simplicity. The result-
ing modified version of FLUENT consists of roughly 1.6 million
lines of Fortran �550,000 without comments� in 1845 subroutines
and functions. The C part of the code has been reduced to 5000
lines.

After this “code massaging” we apply ADIFOR to the slightly
modified FLUENT package. As variables, for which derivatives
are desired, we choose velocity and pressure. ADIFOR carries out
an interprocedural dependency analysis in order to determine
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those routines for which derivative code is to be generated. Here,
1070 subroutines and 200 functions are automatically selected to
be transformed by AD. From these, ADIFOR eventually generates
approximately 1.6 million lines of Fortran code �700,000 without
comments�. The remaining subroutines and functions are left un-
changed because they perform no computational work relevant for
the computations of the selected derivatives. Furthermore, we
need a small driver for the initialization of the differentiated pro-
gram. The whole source code consists of roughly 2.2 million lines
of code �950,000 without comments�.

Although the process of applying AD is conceptually easy, typi-
cally taking only a few manhours for small or medium-sized pro-
grams, the human effort to transform FLUENT is considerable.
The reason for this increased amount of human work is that a
certain knowledge of the internal program structure is necessary.
For someone who is completely unfamiliar with FLUENT, it may
take several weeks or months to get a differentiated version of
FLUENT.

In the sequel, we present two case studies of derivative compu-
tations using typical examples from the FLUENT tutorial �18�. We
show that accurate derivative information can be computed by the
AD technology and stress that, in contrast to numerical differen-
tiation, these derivative values are free from truncation error.
Thus, by eliminating the tedious and sometimes difficult process
of determining a suitable stepsize, AD significantly facilitates
computing derivative information in a reliable way.

5 Case Study 1: Flow Over a Backward Facing Step
In the first example, we consider the simulation of a two-

dimensional flow over a backward-facing step, a common bench-
mark problem for CFD codes. More precisely, we look at a rect-
angular domain, 35 m long and 5 m high, whose geometry is
schematically depicted in Fig. 1. We assume a step height of H
=1 m and a flow from left to right. At the inlet, x=0, we specify
a flat velocity profile with a horizontal component ux=1 m/s and
vertical component uy =0 m/s. The fluid density is 1.0 kg/m3 and
the dynamic viscosity is 3.57�10−5 kg/ �m s�. Based on the step
height the Reynolds number is 2.8�104. The flow is assumed to
be incompressible and turbulent with an inlet turbulence intensity
of 2.0%. The characteristic length of the flow is supposed to be
the height of the upstream channel, 4 m.

The basic equations describing the flow in FLUENT are the
conservation of mass and the conservation of momentum. In the
general form, the conservation of mass in direction xi, i=1,2
�x1=x and x2=y� at time t, is given by

��

�t
+

�

�xi
��ui� = 0

where � is the density and ui is the velocity in direction i. The
conservation of momentum is described by

�

�t
��ui� +

�

�xj
��uiuj� = −

�p

�xi
+

��ij

�xj
+ �gi

in which p denotes the pressure; �ij is the stress tensor; and gi is
the gravitational acceleration in direction i.

For predicting the flow under these conditions one could use the
standard k-� turbulence model. However, in the FLUENT tutorial

guide where this example is taken from, a variant of the standard
k-� turbulence model, namely the renormalization group �RNG�
k-� model �19� is preferred.

The computational grid consists of approximately 3000 cells
�see Fig. 1�. The result of the simulation is shown in Fig. 2. The
colors indicate the absolute values of the resulting velocities, i.e.,
�ux

2+uy
2, scaled by the instream velocity, u�. Here, ux and uy are

the horizontal and vertical components of the velocity vector
�ux ,uy�, respectively, and u�=1 m/s. In this benchmark example
one is typically interested in the length of the separation bubble
behind the backward facing step, the so-called recirculation zone.
Figure 3 shows the streamtraces for the recirculation zone which
ends at approximately x=10 m.

The length of the recirculation zone is determined by the height
of the step, H. We are now interested in the change of the recir-
culation zone when varying the step height. That is, we would like
to get the sensitivity of a result of a FLUENT simulation with
respect to one of its inputs. In particular, we are looking for the
derivative of the flow field u with respect to the step height H.
ADIFOR is used to transform the FLUENT package into a differ-
entiated version capable of computing �u /�H along with the origi-
nal simulation. The resulting derivative vectors are shown in Fig.
4. Similar to the original vector field, the colors indicate the ab-

Fig. 1 Schematic picture of the backward-facing step and the
grid

Fig. 2 Scaled velocity of the fluid, �u� /u�, over the complete
domain „bottom… and a detailed view of the vicinity of the step
„top…

Fig. 3 Streamtraces in the vicinity of the step
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solute values of the derivative velocity vectors, i.e.,
���ux /�H�2+ ��uy /�H�2, scaled by H /u�. Note that the largest de-
rivative values occur in the vicinity of the reattachment point,
about 5 m downstream of the step at x=10 m, showing the strong
influence of the step height on the length of the recirculation zone.
On the other hand, the computed sensitivities for the remainder of
the flow field are relatively small, in particular upstream of the
step.

A corresponding analysis can be carried out with the derivative
of the pressure. In Fig. 5 the static pressure p, scaled by p�, is
depicted. We use the pressure at the inlet as the reference value
p�=0.031 kg/ �m s2�. Figure 6 shows the derivative of the pres-
sure p with respect to the step height H, scaled by H / p�. Near the
reattachment point the scaled derivatives are negative with rela-
tively large absolute values. Furthermore we observe relatively

small positive and small negative derivatives downstream and up-
stream of the step, respectively. Directly behind the step the de-
rivative H / p� ·�p /�H is almost zero.

The CPU time requirements for the differentiated version com-
pared to the original code increase by a factor of TJ /Tf =2.1. More
precisely, it takes approximately 16.8 s of CPU time on a
900 MHz UltraSPARC III processor to compute the original flow
over the backward facing step. Using the differentiated version of
FLUENT, the original flow field and the derivative with respect to
the step height are computed in 35.5 s. Note that it would need at
least two runs of the original FLUENT program in order to com-
pute a first-order approximation of the gradient using divided dif-
ferences. The differentiated version computes the gradient without
truncation error in approximately the same time. The overall stor-
age requirements �physical memory� for the differentiated FLU-
ENT program are 38 MB, compared to 22 MB for the original
code, i.e., MJ /Mf =1.7.

6 Case Study 2: Water and Air in a Spinning Bowl
As a second example we choose a time-dependent flow prob-

lem from the FLUENT tutorial guide. In this problem, we con-
sider a large bowl, which is one-third filled with water. The physi-
cal constants for density ��� and viscosity ��� of air and water are
given by

�air = 1.0
kg

m3 �air = 2 � 10−5 kg

m s

�water = 1000
kg

m3 �water = 9 � 10−4 kg

m s

The bowl has a radius of 1 m and spins with an angular frequency
of 3 rad/s. The geometry of the bowl is shown in Fig. 7. Due to
the symmetry of the problem, only half of the bowl is modeled
where the computational grid consists of approximately 1100
cells. Initially, the angular velocity of the fluid is assumed to be
3 rad/s throughout the entire domain. Based on the rotating water
the Reynolds number is about 106, so the present problem is tur-
bulent with a free surface. A turbulence intensity of 1.0% and a
characteristic length of 1 m are assumed.

For the solution we use the time-dependent volume of fluid
model �20� with time steps of 1 ms. For modeling turbulence the
standard k-� model �21–23� is used. The standard k-� model is an
eddy-viscosity model consisting of two equations for the turbulent
kinetic energy k and its dissipation rate �. More precisely, the
additional transport equations in direction xi at time t that are
solved for k and � are given by

�

�t
��k� +

�

�xi
��uik� =

�

�xi
��t

�k

�k

�xi
	 + Gk − �� �1�

Fig. 4 Scaled derivatives, H /u� · ��u /�H�, over the complete
domain „bottom… and a detailed view of the vicinity of the step
„top…

Fig. 5 Static pressure of the fluid, p /p�, over the complete
domain

Fig. 6 Scaled derivative of the pressure, H /p� ·�p /�H, over
the complete domain

Fig. 7 Schematic picture of the bowl and the grid
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Fig. 8 Spinning bowl. Each row corresponds to one time step, showing the velocity „left…, the volume fraction „middle…,
and the derivative of the velocity with respect to the turbulence parameter C1� „right…
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�

�t
���� +

�

�xi
��ui�� =

�

�xi
��t

��

��

�xi
	 + C1�

�

k
Gk − C2��

�2

k
�2�

Here, � and ui denote the density and the velocity in direction i,
respectively. Furthermore, the turbulent viscosity is given by

�t = C��
k2

�

and

Gk = �t� �uj

�xi
+

�ui

�xj
	 �uj

�xi

represents the rate of production of the turbulent kinetic energy. In
these equations, the coefficients C1�, C2�, C�, �k, and �� are pa-
rameters of the standard k-� model which have the following em-
pirically derived values, that are also used in FLUENT as defaults

C1� = 1.44, C2� = 1.92, C� = 0.09, �k = 1.0, �� = 1.3 �3�

The reader is referred to Refs. �21–23� for more details of the
underlying assumptions involved in the standard k-� model.

We are looking for the derivatives of the flow field with respect
to the five constant coefficients, C1�, C2�, C�, �k, and ��. To adapt
the k-� turbulence model for a particular kind of problem, engi-
neers are interested in the sensitivities of the solution with respect
to the constant coefficients in the transport equations. Such deriva-
tive information can be useful when the coefficients should be
modified in order to improve the reliability of the k-� model for
specific applications �24�.

In other words, we consider a parameterized k-� model with
parameters C1�, C2�, C�, �k, and �� which are to be adjusted such
that the model best mimics the physical behavior observed in
reality. This task is often called parameter identification and usu-
ally yields an optimization problem. Since many numerical opti-
mization methods employ derivative-based search strategies, the
availability of accurate derivative information is essential for fast
convergence. Therefore we use automatic differentiation to obtain
derivatives of the velocity with respect to the five model param-
eters of the k-� model. The differentiated FLUENT code com-
putes all five derivatives, together with the original function. The
ratio of the CPU time consumption of the differentiated version
and the original version is TJ /Tf =6.3 which is still a good result
since numerical differentiation using divided differences would
need at least six function evaluations to compute derivative ap-
proximations of potentially relatively low accuracy. The physical
memory requirements of FLUENT and its differentiated version
are 17 MB and 65 MB, respectively, which is an increase by a
factor MJ /Mf =3.8.

The results of the simulation are depicted in Fig. 8. Each row
corresponds to a snapshot at a certain time step. The first row
corresponds to the simulated flow at t=0.75 s. In each row, the
original velocity field is shown in the left picture, whereas the
rightmost picture, shows the sensitivity of the velocity field with
respect to turbulence parameter C1�. The colors indicate the abso-
lute values of the velocity vectors and the derivative velocity vec-
tors, respectively. Note that the scale for the derivatives is loga-
rithmic. For better orientation, the current shape of the free
surface is displayed in the middle column. At t=0.75 s the deriva-
tive velocity is relatively small. Later in time, at t=1.25 s, t
=1.75 s, or t=2.25 s, the derivatives become more significant in-
dicating a growing influence of the turbulence parameter C1�.
Note that the greatest derivative values appear near the shear
layer.

In Table 1, the maximum absolute values of the derivatives of
the velocity with respect to of all five turbulence parameters are
given. For each value, the number of the corresponding grid point
and its coordinates �x and y� are also given, indicating the location
where the maximum occurs. For all four time steps, the velocity is
most sensitive with respect to C�. The location where these maxi-

mum derivative values, max
�u /�C�
, occur, differs from time
step to time step. Notice also that, at time step t=1.25 s, the maxi-
mum derivative values occur at the same position, �x ,y�
= �0.3694,−0.7281�, for the parameters C2�, C�, �k, and ��.

If one is interested in the order of magnitude of the sensitivities
rather than in their precise values, one may analyze the scaled
derivatives ci · ��u /�ci�. Considering the fact that C� is about an
order of magnitude smaller than the other four parameters in Eq.
�3�, the scaled sensitivities with respect to the first three param-
eters, C1�, C2�, and C�, are nearly equal within an order of mag-
nitude for all four time steps, whereas the sensitivities with re-
spect to �k and �� are between one and two orders of magnitude
less than the first three sensitivities. However, these differences
are not large enough to construct a new model omitting the pa-
rameters �k and �� without further analysis.

7 Conclusions
Automatic differentiation is a powerful technology for comput-

ing accurate derivatives of arbitrary functions given in the form of
a computer program. In this paper we reported on a successful
application of AD to FLUENT, a widely used commercial CFD
code. Although in principle there is no difference between auto-
matic differentiation of small or large codes, applying this tech-
nology to a complex CFD package consisting of 1.6 million lines
of source code is still a challenging task and, to the best of our
knowledge, FLUENT is by far the largest code to which AD has
been applied to date.

This result highlights the usability of AD in general and the
power of the AD tool ADIFOR in particular. However, not every-
thing is fully automatic: a fair amount of work, in particular clean-

Table 1 The table shows, for various time steps „first column…,
the maximum absolute values of the derivatives �u /�ci with
respect to the five turbulence parameters ci, where c1=C1�, c2
=C2�, c3=C�, c4=�k, c5=�� „third column…, and the correspond-
ing grid point where the maximum occurs „fourth column…. The
fifth and sixth columns indicate the location of the point, i.e.,
the „x ,y… position where the maximum occurs

Time step i max

�u

�ci

 Point no. x y

t=0.75 s 1 0.0287 911 0.8091 −0.5046
2 0.0220 911 0.8091 −0.5046
3 0.1067 976 0.8519 −0.5394
4 0.0016 991 0.5118 −0.9761
5 0.0006 991 0.5118 −0.9761

t=1.25 s 1 0.0903 723 0.5864 −0.6352
2 0.2584 502 0.3694 −0.7281
3 1.9713 502 0.3694 −0.7281
4 0.0011 502 0.3694 −0.7281
5 0.0004 502 0.3694 −0.7281

t=1.75 s 1 0.3637 880 0.7665 −0.5378
2 0.8123 374 0.2709 −0.7275
3 6.0418 374 0.2709 −0.7275
4 0.0043 880 0.7665 −0.5378
5 0.0022 786 0.6544 −0.6030

t=2.25 s 1 0.4077 722 0.5999 −0.6023
2 1.4933 312 0.2081 −0.7841
3 6.2194 312 0.2081 −0.7841
4 0.0094 817 0.6961 −0.5703
5 0.0054 753 0.6404 −0.5695
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ing up the original code in order to make it conform to the lan-
guage standard, was necessary before AD could be applied.

The extended functionality of the differentiated simulation code
offers a variety of possibilities for the community of computa-
tional scientists and engineers since many applications going be-
yond pure simulation rely heavily on the availability of accurate
derivatives. Examples include sensitivity analysis, parameter iden-
tification, and design optimization. Hence we believe that auto-
matic differentiation, delivering accurate and fast derivatives of
arbitrarily large codes, will become an indispensable tool in the
rapid prototyping cycle, providing deeper insight into computer
models and enabling numerical optimization approaches employ-
ing these models.
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Conditionally-sampled boundary layer data for an accelerating
transitional boundary layer have been analyzed to calculate the
entropy generation rate in the transition region. By weighing the
nondimensional dissipation coefficient for the laminar-
conditioned-data and turbulent-conditioned-data with the inter-
mittency factor � the average entropy generation rate in the tran-
sition region can be determined and hence be compared to the
time averaged data and correlations for steady laminar and tur-
bulent flows. It is demonstrated that this method provides, for the
first time, an accurate and detailed picture of the entropy genera-
tion rate during transition. The data used in this paper have been

taken from detailed boundary layer measurements available in the
literature. This paper provides, using an intermittency weighted
approach, a methodology for predicting entropy generation in a
transitional boundary layer. �DOI: 10.1115/1.2717622�
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Introduction
Efficiency is one of the key concerns in the development of

modern turbomachines, as modest improvements result in signifi-
cant gains in cost savings and pollution reduction. The continued
increases in efficiency over the years have come in part from an
elevation of turbine inlet temperatures and increased pressure ra-
tios. However, such strategies are becoming more and more diffi-
cult to implement, as the gas temperature in modern gas turbines
is well in excess of the melting temperature of the blade material.
Thus, other ways to increase efficiency are continually sought. To
elucidate these sources, the designer must understand the charac-
teristics and sources of various loss mechanisms. Entropy genera-
tion minimization �EGM� is a method of thermodynamic optimi-
zation of real systems that owe their thermodynamic imperfection
to heat transfer, fluid flow, and mass transfer irreversibilities �1�.
Denton �2� noted that entropy creation is a direct measure of lost
work and is therefore the key to understanding loss mechanisms in
turbomachinery flows. With the help of such knowledge it may be
possible to achieve improvements of component efficiency,
thereby offering advantages to the designer. Such an analysis is
not restricted to turbomachinery and is applicable to all fluid flow
systems.

EGM is especially important when considering the boundary
layer. It is stated throughout the literature that boundary layers are
a key loss generating mechanism in turbomachinery. Bejan �1�
noted that for a flat plate boundary layer the near wall region,
Y+�30, is where the generation of entropy is concentrated. Much
work has focused on understanding and accurately predicting both
the laminar and turbulent boundary layer loss mechanisms, with
reasonable success. For the laminar boundary layer Truckenbrodt
�3� integrated the Pohlhausen �4� family of velocity profiles and
showed that the nondimensional entropy generation rate per unit
surface is inversely proportional to Re�. For turbulent boundary
layers, Schlichting �5� demonstrated that the nondimensional en-
tropy generation rate is only weakly dependent on the Reynolds
number of the flow. Both of these results have withstood the test
of time with a number of authors showing good agreement be-
tween measurements and predictions.

An important boundary layer phenomenon is the transition pro-
cess from a laminar to a turbulent boundary layer, this topic being
the focus of numerous experimental and theoretical investigations.
The transition region may be small relative to the wetted surface
at low Reynolds numbers, where the flow is predominantly lami-
nar, and high Reynolds numbers where the flow is predominantly
turbulent. However, at Reynolds and Mach numbers found in tur-
bomachinery, through hot film measurements in a linear cascade,
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Walsh and Davies �6� demonstrated that the transition process
extends over a relatively large proportion of the suction surface.
The understanding and prediction of this region has plagued re-
searchers for over a century, with an abundance of investigators
addressing the prediction of transition onset and length over a
diverse range of flow conditions �7–12�.

The intermittent nature of transitional boundary layers has also
been studied extensively, notably by Emmons �13� and Dhawan
and Narasimha �14�. More recently, work on conditional sampling
and intermittency has focused on the effects of free stream turbu-
lence intensity �15–17� and passing wakes �18� on transition and
the resulting structures of the transitional boundary layers. How-
ever, very limited experimental or theoretical work has been de-
voted to the entropy generation rate within the transition region,
and no work has been presented where the transitional entropy
generation rate has been calculated based on the intermittency
factor �. Stieger �19� showed ensemble-averaged and time-
averaged dissipation coefficient data for a diffusing boundary
layer flow over a flat plate subject to a passing wake. It was
observed that the time averaged data lie between the laminar and
turbulent correlations and a somewhat erratic evolution of dissi-
pation coefficient CD during transition from laminar to turbulent
flow was seen.

Detailed hot wire measurements for the transition region of an
accelerating boundary layer have been made available by Volino
et al. �17�. This work contains nonconditionally sampled and con-
ditionally sampled data, which consists of laminar and turbulent
conditioned data in an accelerating transitional boundary layer.
This means the flow within the turbulent spots and the calmed
regions of the transitional boundary layer are identified first and
then the data for each are separated and processed. Hence, the
data are sampled based on the state of the boundary layer; laminar
or turbulent. The favorable pressure gradient resulted in an ex-
tended transition region which gave improved measurement reso-
lution in the transition region. Detailed entropy generation calcu-
lations from these data have been carried out and the
conditionally-sampled data are compared with the
nonconditionally-sampled data in the literature, as seen by Stieger
�19�. This is the first time that dissipation has been characterized
in a transitional boundary layer using the conditionally averaged
approach. It should be noted that in such work care must be taken
when using intermittency weighted averages of conditionally
sampled data. This is because deviations of quantities identified as
“laminar-like” and “turbulent-like” from actual laminar and turbu-
lent characteristics can affect the success of the method �20�. The
resultant distribution of entropy generation rate in the transition
region is the first to shed light on the entropy production rate
within a boundary layer as the flow transitions from a laminar to
turbulent state.

Entropy Generation
The dissipation function �5� can be used to determine the volu-

metric entropy generation rate for steady, two-dimensional, in-
compressible adiabatic flows,

�1�

For laminar flow Reynolds stresses are assumed to be negligible
and the second term of Eq. �1� may be ignored. It is convenient

to write Ṡgen� in the nondimensional form of the dissipation
coefficient,

CD =
T

�ue
3�

0

�

Ṡgen� dy �2�

Denton �2� noted that for turbulent boundary layers the dissipation
coefficient is much less dependent on the state of the boundary
layer than the more widely used skin friction coefficient, Cf with
about 90% of entropy generation occurring within the inner part
of the boundary layer. Denton �2� also details a method by Truck-
enbrodt �3� based on an inverse relationship between dissipation
coefficient and momentum thickness Reynolds number, given in
Eq. �3�,

CDLAM
= � Re�

−1 �3�

where � has a range of 0.151���0.22 for a Pohlhausen pressure
gradient shape factor of −12���12. Schlichting �5� reports a
correlation for turbulent boundary layers with a shape factor H12
between 1.2 and 2, and a Re� between 103 and 105,

CDTURB
= 0.0056 Re�

−1/6 �4�

Denton �2� noted reasonable agreement between Eq. �4� and data
for Re� between 500 and 1000 for accelerating, constant pressure,
and diffusing boundary layers.

For the transition region no correlation exists to describe the
distribution of the dissipation coefficient with varying Re�. Em-
mons �13� presumed that since the flow in the transition region is
part of the time laminar ��=0� and part of the time turbulent ��
=1�, the average flow at any streamwise position is given by

f = �1 − ��fLAM + �fTURB �5�

Here f is a boundary layer flow related quantity with fLAM and
fTURB as its local laminar and fully turbulent values. Such a linear
combination method, although relatively simple, has proven to be
an effective and useful transition model. Dhawan and Narasimha
�14� showed that this equation gives reasonable approximations
for the boundary layer thicknesses and shape factor. Dhawan and
Narasimha �14� also showed that the skin friction coefficient Cf
may be substituted into Eq. �5� to give good agreement with ex-
perimental data. Dey �21� has shown that the momentum imbal-
ance due to the method is small enough to be negligible. The
dissipation coefficient CD is inserted into Eq. �5� in a similar
manner to yield

CD = �1 − ��CDLAM
+ �CDTURB

�6�

This equation will be used to determine the intermittency
weighted entropy generation rate in the transition region from the
conditionally sampled data.

Transition Region Experimental Data
All the calculations presented in this paper are based on data

presented by Volino et al. �17� in which detailed information re-
garding the experimental apparatus and method can be found. A
brief summary of the experimental data is given here. The data are
hot wire measurements from ten measurement stations that extend
the length of the transition region of an accelerating boundary
layer subject to a velocity gradient of 13.9 s−1. The streamwise
free-stream turbulence intensity is 8.8% at the test section inlet
and drops to 2% at station 10. Data were taken for 26 s at a
20 kHz sampling rate for each measurement point using a bound-
ary layer type hot wire probe, a boundary layer cross-wire probe,
and a constant temperature hot wire anemometer control system.
Distance from the wall is known to within 25 	m. The data were
low-pass filtered at 10 kHz. Uncertainties in mean and rms fluc-
tuating velocities are 3–5%. Uncertainty in the Reynolds shear
stresses −u�v� is 10%. Uncertainty in skin friction coefficient Cf
is 8%. Uncertainties in the momentum and displacement thick-
nesses are 10%. Uncertainty in the shape factor H12 is 7%. Inter-
mittency was calculated from both u� and u�v� with good agree-
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ment found between the two. The correlation coefficients between
the u� and −u�v� data were above 0.9 for 95% of the measurement
locations, with 0.8 as the lowest value. Uncertainty in the inter-
mittency is 10%. Volino et al. �17� refer to the laminar conditioned
data as “nonturbulent” due to elevated fluctuations in the laminar
region of transition and to the unconditioned data as “composite.”
A summary of the measurements at each station is given in Tables
1 and 2. Uncertainty in the laminar-conditioned dissipation coef-
ficient data is calculated at 6%. The uncertainties in turbulent-
conditioned and nonconditionally sampled dissipation coefficient
data where the Reynolds shear stresses are included are calculated
at 10%.

Entropy Calculations
Figure 1 shows the mean velocity profiles for stations 1–9 in

wall coordinates. For the turbulent conditioned data there is good
agreement with the Von Kármán empirical correlation. The Rey-
nolds shear stresses for the turbulent conditioned data for mea-
surement stations 1–9 are also shown in Fig. 1, nondimensional-
ized with the turbulent friction velocity u


2. The −u�v� fluctuations
for the laminar conditioned data are significantly smaller than the
turbulent conditioned data and have been neglected in the laminar
dissipation coefficient calculations. The Reynolds shear stresses
for the turbulent conditioned data and the nonconditionally
sampled data were fitted with a sixth order polynomial set to zero
at the wall. This was found to sufficiently fit the data. This poly-
nomial equation was used to represent the Reynolds shear stresses
in Eq. �1� for each of the mean velocity profiles. The peaks in the
−u�v� profiles are around Y+�30, in broad agreement with clas-
sical data available in the literature, Roach and Brierley �22� with
peak −u�v� found in Y+�30–40 for fully developed turbulent
boundary layers. Some scatter is observed in the turbulent Rey-
nolds shear stresses at low Reynolds numbers. This is due to the
low intermittency level in this region.

Detailed near wall measurements are needed in order to calcu-
late the dissipation coefficient accurately. The mean boundary

layer velocity profiles were fitted with a linear approximation in
the near-wall region �Y+=U+� with an overlapping sixth order
polynomial to the remainder of velocity profile. This method is
considered to be more accurate than applying a single high order
polynomial fit as it exploits the law of the wall in the viscous
sublayer where Y+=U+. It was found that the overlap between the
linear and nonlinear portions of the velocity profiles was at ap-
proximately Y+�5 �±2�, in agreement with the “universal law” of
the wall. This result gives confidence in the validity of the mea-
surements and the methodology proposed to determine the en-
tropy generation rate. The velocity profile curve fits are also set to
zero at the wall. The entropy generation rates calculated for sta-
tion 5 are shown in Fig. 2. A large difference between the laminar
conditioned data and the total turbulent conditioned data is visible.
Using Eq. �1� the total turbulent nondimensional entropy genera-
tion rate can be calculated by summing the viscous and Reynolds
shear stress contributions. The flat regions of both the laminar and
turbulent conditioned viscous data are a result of the linear curve
fits where �u /�y is constant. Since the linear curve fit of the ve-
locity profile must pass through the origin in accordance with the
zero slip condition, the linear curve fit may be forecasted back to
the wall when integrating the curves to determine the dissipation
coefficient.

The conditionally-sampled and nonconditionally sampled Ṡgen�
plots for all the measurement stations given in Tables 1 and 2 are

shown in the form of nondimensional contour plots in Fig. 3. Ṡgen�
is nondimensionalized by �Ṡgen� �* = Ṡgen� �T /�U�

3 , where the length
scale � is the nonconditionally-sampled momentum thickness. The
plots are smoothed with a spline interpolation between data
points.

Figure 3 shows �a� laminar data which represents the flow be-
tween the turbulent spots, �b� turbulent data which represent the
flow in the turbulent spots, and �c� intermittently weighted data,
which are intermittency weighted representations of the flow field
at each measurement station calculated by inserting the data from

Table 1 Boundary layer data †17‡

Station
x

�m�
U�

�m/s�

u�̄�

U�

�%�

v�̄�

U�

�%�
K

�106

�pk

�%�
�99.5
�mm�

1 0.1182 6.22 6.4 6.4 5.32 4.1 4.04
2 0.1895 7.12 4.9 5.5 4.04 3.0 3.99
3 0.2677 7.99 3.9 4.8 3.25 4.7 4.52
4 0.3449 9.13 3.2 4.2 2.53 8.9 5.16
5 0.4231 10.35 2.7 3.8 1.97 17.0 4.72
6 0.5033 11.38 2.4 3.4 1.63 34.4 5.28
7 0.5805 12.49 2.1 3.2 1.33 56.0 5.67
8 0.6587 13.63 1.9 2.9 1.13 71.4 5.80
9 0.7353 14.62 1.7 2.7 0.97 86.2 6.58
10 0.8165 15.89 1.5 2.5 0.83 93.2 7.92

Table 2 Conditionally sampled boundary layer data †17‡

Station

Re� H Re� H Re� H

Composite Nonturbulent Turbulent

1 136 1.96 136 1.97 90 1.97
2 149 1.98 149 1.99 135 1.72
3 169 1.94 168 1.94 186 1.59
4 196 1.87 193 1.89 244 1.51
5 221 1.82 212 1.86 293 1.48
6 263 1.76 239 1.86 366 1.46
7 324 1.66 264 1.86 432 1.46
8 372 1.58 278 1.82 474 1.43
9 457 1.49 297 1.81 580 1.39
10 580 1.43 364 1.69 745 1.35
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Fig. 1 Conditionally-sampled velocity profiles and Reynolds shear stresses for stations 1–9: �, laminar-conditioned data; �,
turbulent-conditioned data; �, turbulent-conditioned Reynolds shear stresses; ---, law of the wall, Y+=U+; —, Von Kármán
empirical correlation U+=2.4 ln Y++5; —, sixth order polynomial fit of turbulent-conditioned Reynolds shear stress data

Fig. 2 Entropy generation rate profiles for station 5: �,
laminar-conditioned data; �, viscous turbulent conditioned
data; —, Reynolds shear stress turbulent-conditioned data; �,
total turbulent-conditioned data

Fig. 3 Contours of nondimensional volumetric entropy gen-
eration rate for „a… laminar conditionally-sampled, „b… turbulent
conditionally-sampled, „c… intermittency weighted data, and „d…
nonconditionally sampled
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�a� and �b� into Eq. �6�. A nonconditionally sampled, time-
averaged picture of the flow field �d� is also shown.

The dissipation coefficient, Eq. �2�, results obtained for each
measurement station given in Tables 1 and 2 are shown in Fig. 4.
This figure is obtained by integrating the contours of Fig. 3 across
the boundary layer thickness at each measurement station. The
data are presented in a similar manner to Fig. 3. with the laminar-
conditioned data and turbulent-conditioned data representing the
flow conditions due to intermittent turbulent spot passage and the
intermittency weighted and nonconditionally sampled data show-
ing the difference between the intermittency weighted and time
averaged interpretations of the flow field. The data are plotted
against Re� for the respective data set. Re� for the intermittently
averaged data were calculated by applying Eq. �5� to the Re�
values for laminar and turbulent conditionally sampled data. The
existing laminar and turbulent correlations, Eqs. �3� and �4�, are
included as references in Fig. 4.

Discussion
High levels of entropy generation rates per unit volume in the

near wall region are a common feature found in the literature
�1,2,20� and are present in the current data as seen in Fig. 3. This
trend is found in both the laminar and turbulent profiles through-
out the transition region. From the entropy generation profiles in
the turbulent region of Fig. 2 and Fig. 3�b�, we find a consistent
peak entropy generation rate per unit volume away from the wall
in the region 2�Y+�3; this peak is a result of the linear velocity
profile up to the Y+�5 region combined with increasing Reynolds
stresses in this region. This visibility of the peak in Fig. 3�b� is
enhanced with the addition of a 3D light source. The peak asso-
ciated with station 5 occurs at Y+=4 as a result of a shallower
entropy generation rate profile. This shallower profile is found to
be a result of the higher Reynolds shear stress contribution to the
entropy generation rate for station 5. Unfortunately conditionally
sampled data are rare in the literature preventing a comparison of
this behavior with other such data.

For the laminar-conditionally sampled data of Fig. 4, we find a
trend of decreasing dissipation coefficient with increasing Rey-
nolds number based upon the momentum thickness, which is in
qualitative agreement with the long standing correlation of Truck-
enbrodt �3�, Eq. �3�, also shown in Fig. 4. In terms of magnitude,
with a value of �=0.22, which is the maximum using the limits
imposed on the pressure gradient parameter by Schlichting �5�, the
curve falls consistently 25% below the measured data. The reason
for this may be that the acceleration parameter in the current data
is greater than the maximum allowed by the Pohlhausen family of
velocity profiles from which the � value is obtained. It is likely

that it is also partly due to the laminar region directly behind a
turbulent spot where the dissipation coefficient levels are high
before relaxing to the laminar level; readjusting after the turbulent
spot has passed the measurement location. Either way calculating
� using the Pohlhausen pressure gradient shape factor � for the
current data, as described by Denton �2�, gives �=0.27 giving
excellent agreement with the current data, with an average differ-
ence from measurements of less than 5%.

In the conditionally sampled turbulent data very high levels of
dissipation coefficient are deduced in the region of low intermit-
tency. These high dissipation levels may be due to the high veloc-
ity gradients found in a relatively thin turbulent boundary layer. At
low momentum thickness Reynolds numbers the magnitude of the
values are approximately twice those correlated by Schlichting
�5�, Eq. �4�. However as the intermittency increases we find good
agreement with the correlation of Schlichting �5� at Re�500 in
agreement with the observations of Denton �2�.

There is a large amount of scatter observed in the turbulent
conditioned Reynolds shear stresses at stations 1 and 2 where the
intermittency is between 3% and 4%. As a result very little turbu-
lent data are recorded during the 26 s sampling time. Perhaps
better results may be obtained if the sampling time is selected
based on the intermittency factor to ensure adequate sampling of
such short scale temporal events. Such measurements are further
hampered by the relatively bulky cross wire probes used to mea-
sure the Reynolds shear stresses in a thin accelerating unsteady
boundary layer.

The intermittency weighted data are a combination of the con-
ditionally sampled laminar and turbulent flow, Eq. �6�, and are the
first such representation of the dissipation coefficient in the tran-
sition region. It is found that the dissipation coefficient follows a
similar trend to that of the widely employed skin friction coeffi-
cient in the transition region and thus presents a number of estab-
lished techniques to allow its prediction. The difficulty lies in
predicting the laminar and turbulent dissipation coefficient distri-
butions initially. This task is made more difficult by the limited
amount of these types of measurements available in the literature.

For the nonconditionally sampled data of Fig. 4 there is up to a
20% higher dissipation coefficient calculated at low Reynolds
numbers when compared to the intermittency weighted condition-
ally sampled data. Two distinct peaks are seen in the distribution
of the dissipation coefficient. Similar peaks were also found in the
time averaged data of Stieger �19� and O’Donnell �23�. As shown
above, these peaks are in fact not representative of the dissipation
coefficient in a transitional boundary layer and are misleading in
determining the sources of thermodynamic loss. The peaks are
caused by the time averaging technique employed in the data pro-
cessing, where large Reynolds stresses are inferred from measure-
ments. These large fluctuations are not the result of local Reynolds
stresses, but due to the intermittent nature of the boundary layer.
Hence these fluctuations do not contribute to the entropy genera-
tion rate because they are short term temporal events and cannot
simply be time averaged. Furthermore as the conditioned and non-
conditioned data imply the time averaging approach is particularly
inappropriate in regions of low intermittency. This is unfortunate
as most of the existing data are of the time averaged, and not
conditionally sampled type.

In summary, this paper presents the first look at the entropy
generation rate in a conditionally sampled transitional boundary
layer. This is important, because it is the first step towards devel-
oping a predictive technique for the entropy generation rate in the
transition region to accompany the long-standing laminar and tur-
bulent correlations. Such correlations are necessary for the ad-
vancement of boundary layer codes.

Conclusions
In this paper entropy generation measurements in a transitional

boundary layer weighted on intermittency have been calculated
successfully for the first time. There is a significant difference

Fig. 4 Dissipation coefficient vs Re�: �, laminar-conditioned
data; �, turbulent-conditioned data „note: station 1 data point
for turbulent-conditioned data are located at Re�=90…; �, inter-
mittency weighted data; �, unconditionally sampled data

Journal of Fluids Engineering MAY 2007, Vol. 129 / 663

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



between the time averaged data with the intermittency weighted
data in both magnitude and distribution with up to a 20% devia-
tion between the two. A more gradual transition from the laminar
to the turbulent state is seen in the conditionally sampled data
rather than the somewhat erratic time averaged data, which exhib-
ited a double peak caused by the passing of turbulent spots over
the sensor. Agreement with the trend of the laminar correlation of
Truckenbrodt �3� is reasonable for all Reynolds numbers consid-
ered but the experimental data is consistently 25% higher than the
prediction. Calculating the Pohlhausen pressure gradient shape
factor for the current data gives a value of �=0.27, and gives
excellent agreement with the experimental data, although this �
value is outside the recommended range of the Truckenbrodt cor-
relation. The turbulent correlation also agrees well with the data in
the turbulent region. In summary, using this technique with con-
ditionally sampled data, a more accurate representation of the
thermodynamic losses is made possible and is the first step in
code development for predicting the thermodynamic loss in the
transition region.
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Nomenclature
CD � dissipation coefficient
Cf � skin friction coefficient

H12 � boundary layer shape factor ��* /��
K � acceleration parameter

Re� � momentum thickness Reynolds number
Rex � streamwise coordinate Reynolds number

S�̇ � entropy generation rate per unit volume,
W m−3 K

T � absolute temperature, K
u � x direction velocity, m s−1

Ue � boundary layer edge velocity �0.99U��, m s−1

U� � free-stream velocity, m s−1

u� � instantaneous streamwise fluctuating velocity,
m s−1

U+ � local mean streamwise velocity in wall
coordinates

u
 � friction velocity, m s−1

v� � instantaneous cross-stream fluctuating velocity,
m s−1

x � streamwise coordinate, distance from the lead-
ing edge, m

y � cross-stream coordinate, distance from the
wall, m

Y+ � distance from the wall in wall coordinates

Greek Symbols
� � boundary layer thickness, m

�* � displacement thickness, m
	 � dynamic viscosity, N s m−2

� � Pohlhausen pressure gradient shape factor
� � intermittency

� � momentum thickness, m
� � density, kg m−3

� � kinematic viscosity, m2 s−1

Subscripts
LAM � laminar condition

TURB � turbulent condition
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In an intriguing paper �1�, Maroteaux, Llory, Le Coz, and Hab-
chi presented a separation criterion for a liquid film from sharp
edges in a high-speed air flow. According to their model, the film
of thickness hf and velocity Uf separates from a sharp edge of
angle � if ���crit. The relation obtained for the critical angle is

�crit =
Uf

�maxhf
log� �

�0
�

crit
�1�

where � /�0 is the amplitude ratio of the final to the initial pertur-
bation of the film surface. When the wave amplitude reaches a
critical value, the film stripping from an edge occurs. The critical
value �� /�0�crit is set equal to 20 as the best fit for their experi-
mental data. The frequency �max is defined as the most unstable
perturbation growth rate that causes the film separation. This
maximum frequency is computed from the dispersion relation of
Jain and Ruckenstein �JR� �2�. The results of 12 tests with dode-
cane film flowing on springboard or straight step are reported. The
geometrical edge angle � is equal to 135 deg for all tests. The
maximum film thickness hf is measured while the film velocity Uf
is estimated. The fact of stripping is established from the visual
observations. If the critical angle, computed from Eq. �1�, takes
values that are inferior to 135 deg, the theory assumes to predict
stripping. The experimental data are summarized in Table 1.

Let us analyze this separation criterion. First, consider the JR
study: JR investigated the rupture mechanism for stagnant ultra-
thin �less than a nanometer� films on a solid surface. In their case,
the instability arises due to molecular interaction forces between
the film and the surrounding fluid or gas. For the case of the
negligible surrounding gas viscosity and the absence of the sur-
face active agent, the dispersion relation is expressed as

� = − � �eff

2�h0
� � � �kh0�sinh�kh0�cosh�kh0� − �kh0�2

cosh2�kh0� + �kh0�2 � �2�

Here, h0 is the mean film thickness, k is a wave number, and �eff
is the effective surface tension, which is defined as the sum of the
surface tension � and a term due to London/van der Waals inter-
action

�eff = � +
1

k2� ��

�h
�

h=h0

�3�

The film is unstable to small perturbations if ��0, i.e., when
�eff	0. Critical thickness, below which the water film breaks up,
is found to be about 10−2 microns and films thicker than that
critical value are stable.

Maroteaux et al. have employed this relation by substituting the
body force � by the force due to “normal acceleration” equal to
�=−
�hfa. This acceleration is expressed as

a =
Uf

2

R
�4�

with the radius estimated as

R = hf��

�
+ 1�

We will not present the analysis of the arguments that lead to
formulas �1�, �3�, and �4�—even if those seem to be
controversial—and will only point out a few apparent inconsisten-
cies. Consider the experiment when dodecane film negotiates the
edge without stripping: hf =17 microns, �	2.4 �135 deg�, Uf

=2.3 m/s �see Table 1, test No.1�. Then, Eq. �4� results in the
unrealistic value for the acceleration, a	1.35�105 m/s. In fact,
it represents the expression for the centripetal acceleration of an
element that moves with a constant velocity magnitude along the
arc of radius R. In Ref. �1� this acceleration is denoted as a “nor-
mal acceleration” directed “towards the gas,” i.e., outwards. As is
well known, the centripetal acceleration is directed inwards or to
the center, as its name suggests. Obviously, it does not represent
correctly the acceleration of the film. Hence, the force �
=−
�hfa does not have much of physical sense especially if em-
ployed in the dispersion relation derived for stagnant nanofilms.
Indeed, a transposition of JR results to this very different physical
phenomenon is questionable.

Furthermore, the values for maximum wave-growth frequency
�max	64�103 s−1 and the corresponding wave number k	39
�103 m−1 are not realistic either. This frequency corresponds to
the ultrasound range that is hardly characteristic for this case.
Nevertheless, the critical angle computed from Maroteaux’s for-
mula is �crit=364�135 deg, and the theory corresponds to the
experiment. Finally, note that the angle of an edge has not been
varied in the tests. Thus, the separation criterion based on the
critical angle does not seem to be appropriate.

The film stripping is a very complex phenomenon that may
depend on the film flow rate, surface tension, viscosity, gravity,
wavy motion, interfacial shear, surface wettability, and geometry
�slope inclination, edge angle�. Simple physical considerations
lead to an assumption that the film stripping occurs when the
disruptive aerodynamic forces dominates over the adhesive capil-
lary forces. The film inertia and its viscosity are important as well.
These effects are represented by the Weber and Reynolds num-
bers, which are defined as
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We =
�g�Ug − Uf�2hf

�

and

Re =
� fUfhf

� f

respectively. The estimated values for each test of We and Re are
presented in Table 1. Unfortunately, mean values of the film thick-

ness and velocity have not been measured in �1�. Note that those
are more appropriate to define the dimensionless parameters. The
dodecane physical properties are taken to be � f =1.35
�10−3 kg/m s, � f =749 kg/m3, �=0.025 N/m �not specified in
�1�� and the density of air is �g=1.2 kg/m3. It can be seen that a
zone of stripping corresponds to the elevated values of Re, We,
and is clearly separated from that where no stripping occurs in
�We, Re� coordinates �see Fig. 1�. These considerations, however,
by no means represent a complete dimensional analysis of the
phenomenon. More detailed and accurate experimental data ob-
tained for fluids with varied physical properties are desired to
establish a reliable correlation. It should be noted that this ap-
proach is somewhat similar to that developed by Nigmatulin and
co-workers in their study of the droplet entrainment in annular
flows �3�.

Furthermore, the separation may strongly depend on the wave
characteristics. Thus, accurate experimental measurements of
those are required. Additionally, under certain conditions the
shear-driven film motion is governed by large amplitude nonlinear
waves. The linear stability analysis cannot be applied in such a
case.
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Fig. 1 Experimental data plotted as a function of the Weber
and Reynolds numbers

Table 1 Summary of experimentsa

No.
hf ,max

��m�
Ug

�m/s�
Uf

�m/s�
�crit

0

�from �1�� Re We Experimental observation

1 17 80 2.3 ¯ 21.7 4.9 no stripping
2 23 80 3.2 128 40.8 6.5 some droplets
3 28 80 3.8 94 59.0 7.8 established stripping
4 21 60 2.5 174 29.1 3.3 rare droplets
5 29 60 2.9 118 46.7 4.5 some droplets
6 38 60 2.6 87 54.8 6.0 established stripping
7 26 80 2.05 ¯ 29.6 7.6 no stripping
8 26 80 2.4 158 34.6 7.5 rare droplets
9 32 80 3.2 99 56.8 9.1 established stripping
10 34 60 1.8 165 34.0 5.5 no stripping
11 37 60 1.8 160 37.0 6.0 no stripping
12 41 60 2.25 115 51.2 6.6 established stripping

aReference �1�.
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Interested in Cavitation Erosion?

ASTM’s Subcommittee G02.10 on Erosion would like to hear from you if you have any interest in cavitation erosion testing. Do you
�or your organization�:

• Use �or have used� ASTM Method G 32 for cavitation erosion testing?
• Use �or have used� any other cavitation erosion, or liquid impingement erosion, test method? �For example, ASTM G 73

or G 134.�
• Have any concern with cavitation erosion as a field problem or research topic?

If any of above apply, please contact the following with a brief explanation:

Frank J. Heymann, task group chairman
25 Thornton Way # 205, Brunswick, ME 04011, USA
Email: marseah@gwi.net
Phone: 207-725-7073

The objective of this effort is to help us determine the degree of interest in, and importance of, cavitation erosion test methods at the
present time. If you respond, we will send you a questionnaire and hope you will be willing to reply to that also!

Paul A. Swanson
Subcommittee G02.10 chairman
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